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1. STRESZCZENIE

Ostrzezenie o niepokojacych tresciach

W raporcie poruszane s3 trudne tematy, takie jak przemoc
ze wzgledu na pte¢ wspomagana technologicznie (TFGBV).
Przedstawione zostana przyktady drastycznych tresci,
migdzy innymi nawotywania do przemocy i dyskryminacji,
co moze wywotywac niepokoj u niektorych oséb czytajacych
raport.

» Twitter to wtasciwie potok deadnamingu, misgenderowania, wyzwisk i grozenia $miercig”, powiedziata Maja
Heban w wywiadzie udzielonym Amnesty International. Opisywata swoje do$wiadczenia jako transptciowe;j
kobiety korzystajacej z platformy X (dawniej Twitter). Wszystkie inne osoby ze spoteczno$ci LGBTI, z kt6érymi
Amnesty International przeprowadzata wywiady na uzytek tego raportu, powtarzaty, ze na platformie X tresci
wrogie wobec spotecznosci LGBTI sg wszechobecne.

Polska spoteczno$¢ LGBTI od kilkudziesigciu lat zmaga sig z systemowa dyskryminacja. Nasilita sig¢ ona

w latach 2015-2023, czyli w okresie rzadéw Prawa i Sprawiedliwosci, kiedy wtadze podejmowaty dziatania
majace na celu ograniczanie rozwoju spoteczenstwa obywatelskiego, wystepowaty przeciwko praworzadnosci,
atakowaty prawa kobiet i os6b LGBTI, a takze tworzyty coraz mniej przyjazne $rodowisko dla oséb LGBTI
oraz ich sojusznikéw.

Wrogi, stygmatyzujacy sposéb méwienia o osobach LGBTI stat sie powszechny. Tego rodzaju retoryka
postugiwali sig réwniez politycy zajmujacy najwazniejsze stanowiska w paristwie. W 2022 roku Amnesty
International zgromadzita jednoznaczne dowody na to, ze retoryka ta prowadzita do przemocy i do wigkszej
liczby atakéw na osoby LGBTI, na przyktad uczestniczace w pokojowych zgromadzeniach, marszach
réwnosci lub protestach.

Gtosnym tego przyktadem byt Marsz Réwnosci w Biatymstoku w 2019 roku, ktérego uczestnicy zostali
obrzuceni butelkami, kostka brukowa i petardami przez kontrdemonstrantéw skandujacych obrazliwe
hasta. Kilka miesiecy p6zniej, podczas Marszu Réwnosci w Lublinie, policja aresztowata kilkudziesigciu
kontrdemonstrantéw, ktérzy zamierzali zaatakowaé uczestnikéw pokojowego zgromadzenia. Ujawniono
pozniej, ze dwoje kontrdemonstrantéw miato przy sobie materiaty wybuchowe domowej roboty.

W 2020 roku wrogo$¢ wobec os6b LGBTI w Polsce byta tak skrajna, ze okoto jednej trzeciej regionéw kraju
przyjeto symboliczne uchwaty przeciwko , ideologii LGBT".

Tymczasem platforme X zalewaty wpisy podzegajace do dyskryminacji oséb LGBTI, podsycajace nienawisé
do tej spotecznosci lub wprost wzywajace do agresji wobec niej. Spetniato to znamiona przemocy

ze wzgledu na pte¢ wspomaganej technologicznie (TFGBV), stanowigcej wielowymiarowe zagrozenie dla praw
cztowieka. Tresci, o ktérych tu mowa, czesto pojawiaty sie na kontach politykéw_polityczek korzystajacych

z platformy X. Wpisy publikowane przez wielu z nich wzywaty do nienawisci lub dehumanizowaty osoby
LGBTI, sugerujac, ze ich tozsamos¢ to ,ideologia” i ze stanowig one zagrozenie dla bezpieczenstwa dzieci.
Z powodu upowszechnienia si¢ takich wpiséw na platformie X podsycanie nienawisci do 0oséb LGBTI byto
normalizowane i zyskiwato coraz wigksze przyzwolenie spoteczne.

Wpisy noszace znamiona TFGBV zalewaty platforme X po czesci ze wzgledu na to, ze nie podejmowata

ona adekwatnych dziatan w celu moderowania tresci. Sytuacja pogorszyta si¢ jeszcze bardziej po tym, jak

w pazdzierniku 2022 roku Elon Musk przejat serwis i przeprowadzit masowe zwolnienia. Zaledwie tydzien
p6Zzniej uzytkownicy_uzytkowniczki propagujacy fundamentalistyczne narracje zaczeli sprawdzaé, jak daleko
moga sie posuna¢ w mowie nienawisci wobec os6b LGBTI. Byty zawodnik mieszanych sztuk walki Jake
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Shields (obserwowany przez 34 tysigce uzytkownikéw_uzytkowniczek X) opublikowat zdjecie drag queen
z podpisem: ,, Tak wyglada groomer”. Nastgpnie dodat: ,,Dwa miesigce temu zawiesili mnie za tego samego
tweeta. Zobaczymy, czy teraz na Twitterze naprawde panuje wolnos¢”.

Krétko po przejeciu X Elon Musk rozwigzat Rade ds. Zaufania i Bezpieczenstwa, czyli ciato doradcze,

w ktdérego sktad wchodzito 100 organizacji spotecznych, miedzy innymi organizacji dziatajacych na rzecz
praw cztowieka, utworzone po to, by przeciwdziata¢ treSciom mogacym prowadzi¢ do przemocy wobec
dzieci, samobdjstw, samookaleczen i upowszechniania sie mowy nienawiéci. Szacuje sig, ze Elon Musk
zwolnit ponadto 80% personelu odpowiedzialnego za kwestie zaufania i bezpieczefstwa. Pod koniec
2022 roku media doniosty, ze Musk chce, aby moderowanie tresci odbywato sie w X gtéwnie

z wykorzystaniem narzedzi cyfrowych, choé, jak powszechnie wiadomo, prowadzi to do licznych btedéw

i naduzy¢é. W 2023 roku platforma wprowadzita funkcje ,,Uwagi spotecznosci” (Community Notes),
cedujac tym samym cze$¢ zadan w zakresie moderowania tresci na losowo wybranych, zweryfikowanych
uzytkownikéw_uzytkowniczki.

Pod kierownictwem Elona Muska zmienita sie tez polityka X w zakresie szkodliwych tresci, w tym
tresci spetniajacych znamiona TFGBV. Na przyktad w kwietniu 2023 roku zdecydowano, ze ,,umys$ine
misgenderowanie lub deadnaming os6b transptciowych” nie beda juz naruszaty warunkéw korzystania
z platformy. Decyzja ta zostata cofnigta w 2024 roku.

Przed przejeciem X Musk zapowiadat, ze zamierza znie$¢ wigkszo$¢ ograniczen dotyczacych tresci
umieszczanych na platformie i sugerowat, ze uzytkownicy_uzytkowniczki powinni mie¢ petna swobode
wypowiadania sie, o ile nie naruszaja przepiséw obowiazujacych w krajach, w ktérych dziata dostawca ustugi X.

Wydaje sig, ze spetnit swoje obietnice. Do 30 pazdziernika 2023 roku Zasady uzytkowania X obejmowaty
zapis: ,,Prowadzimy polityke zero tolerancji [podkreslenie: Amnesty Internationall, jesli chodzi

0 mowe nienawisci, zeby zapewni¢ bezpieczenstwo naszym uzytkownikom_uzytkowniczkom i zapobiec
normalizowaniu przemocy”. Po zmianach zapis brzmi: ,,Mozemy usuwaé niektére tresci lub ogranicza¢
ich widocznos$¢ [podkreslenie: Amnesty Internationall, zeby zapewnié¢ bezpieczeristwo naszym
uzytkownikom_uzytkowniczkom i zapobiec normalizowaniu przemocy”.

Przedstawiciele_przedstawicielki spotecznosci LGBTI w Polsce méwili Amnesty International, ze bycie
widocznymi na platformie X naraza ich na zalew nienawistnych tresci ze wzgledu na ich prawdziwa

lub postrzegana pte¢, orientacje seksualng oraz tozsamosc¢ i ekspresje ptciowa. Wiele oséb, z ktérymi
przeprowadzono wywiady, przyznaje, ze nienawistna retoryka, z ktéra spotykaja sie online, ma negatywny
wptyw na ich dobrostan psychiczny. Joanna Prochowicz, lesbijka mieszkajaca w Lublinie, powiedziata
Amnesty International: ,,Powinni$émy traktowa¢ media spotecznosciowe jak cze$¢ naszego zycia spotecznego.
To, co piszemy w internecie, moze krzywdzié¢ tak samo jak stowa wypowiadane w rozmowie. [...]

To szkodliwe, bolesne, czasami bardzo. Media spotecznos$ciowe nie tyle wptywajg na nasze normalne zycie,
ile po prostu sa jego czescia. | dlatego maja na nas wptyw”.

Aleksandra Herzyk, aseksualna kobieta mieszkajaca w Krakowie, powiedziata Amnesty International,

ze padta ofiarg atakéw ze strony uzytkownikéw_uzytkowniczek X, bo pisata na platformie o swojej
aseksualnosci. Doswiadczyta tez napasci spetniajacej znamiona TFGBY, kiedy napisata o zabiegu
zmniejszania piersi, na ktéry sie zdecydowata — niektérzy uzytkownicy btednie uznali, ze jest transptciowa
kobieta. ,[...] czytasz rozne rzeczy na swoj temat, rzeczy, ktére nie sa prawda, ale jako$ zostaja ci w glowie.
To jak Smier¢ przez tysigc cie¢” — komentuje Aleksandra

Po doswiadczeniach z mowa nienawisci w X Herzyk przestata korzysta¢ z platformy. Usuneta konto na
poczatku 2024 roku. W 2018 roku w raporcie Toxic Twitter [Toksyczny Twitter] Amnesty International
wykazata, ze X (wéwczas Twitter) nie chroni prawa kobiet do bezpieczeristwa w sieci, poniewaz nie
podejmuje stosownych krokdw w kierunku przeciwdziatania przemocy online, dotykajacej zwtaszcza
kobiety nalezace do mniejszosci etnicznych, rasowych lub religijnych, kobiety z niepetnosprawnos$ciami
lub identyfikujace sig jako lesbijki, osoby biseksualne, niebinarne lub transptciowe. W 2020 roku Amnesty
ustalita, ze od 2018 roku X poczynit pewne postepy w przeciwdziataniu TFGBV, lecz mimo to nadal

w niedostatecznym stopniu chroni prawa cztowieka os6b korzystajacych z platformy.

Wyglada na to, ze od 2020 roku niewiele sie poprawito — przynajmniej na gruncie polskim. W 2024 roku
Stowarzyszenie ,,Nigdy Wiecej” opublikowato raport, w ktérym udokumentowato 343 przyktady mowy
nienawisci zgtoszone administratorom platformy miedzy sierpniem 2023 roku a sierpniem 2024 roku.
Stowarzyszenie ,,Nigdy Wiecej” ma status zaufanego zgtaszajacego w ramach projektu wspieranego
finansowo przez program Unii Europejskiej Obywatele, Réwnos¢, Prawa i Wartosci. W zdecydowanej
wigkszosci przypadkéw X zignorowat zgtoszenia lub odméwit usuniecia wpiséw, takze tych podzegajacych
do nienawisci i dyskryminacji marginalizowanych mniejszosci, w tym spotecznosci LGBTI. Wiele postéw
zgtoszonych przez Stowarzyszenie ,,Nigdy Wiece]” — miedzy innymi wpisy, w ktérych osoby LGBTI sa
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przedstawiane jako dewianci i w ktérych pojawiaja sie wyzwiska, obrazliwe sformutowania, nawotywanie
do nienawisci, a nawet eksterminacji — nadal mozna znalez¢é na platformie X.

W niniejszym raporcie Amnesty International wykazuje, ze X nie chroni polskiej spotecznosci LGBTI przed
przemoca online, w znacznym stopniu dlatego ze tresci zamieszczane na platformie nie sa odpowiednio
moderowane, a platforma nie przyktada dostatecznie duzej wagi do kwestii zwigzanych z prawami cztowieka.
Tym samym X przyczynia sie do naruszeh praw cztowieka dotykajacych spoteczno$¢ LGBTI w Polsce.
Przeznaczanie niedostatecznych zasobéw na moderowanie tresci stanowito problem, zanim jeszcze

w 2022 roku Elon Musk przejat firme. Ponadto X nie prowadzi odpowiednio $cistej wspétpracy

z organizacjami LGBTI w Polsce, co pozwolitoby przeciwdziata¢ zagrozeniom dla tej spotecznosci
wynikajacym z tresci publikowanych na platformie. Ta niewydolno$é — w potaczeniu z niemozliwa

do usprawiedliwienia decyzja o rezygnacji z narzedzi chronigcych uzytkownikdéw_uzytkowniczki przed mowa
nienawisci i przemoca oraz z ,,absolutyzmem wolnosci stowa” deklarowanym przez Elona Muska — sprawia,
ze platforma X jest petna tresci spetniajagcych znamiona TFGBV, w tym nawotywania do nienawisci, przemocy
i dyskryminacji dotykajacych osoby LGBTI.

Amnesty International we wspétpracy z National Conference on Citizenship’s Algorithmic Transparency
Institute (ATI) przeprowadzita miedzy 1 a 31 marca 2025 roku badanie iloSciowe z wykorzystaniem 32 kont
marionetkowych na platformie X, w ramach ktérego zgromadzono 163 048 wpiséw!. Badanie wykazato, ze
tresci wymierzone w spoteczno$¢ LGBTI sg na X bardzo rozpowszechnione. Z analizy probki 1387 wpiséw
wynika, ze tre$ci homofobiczne i transfobiczne szczegdlnie czgsto spotyka sie w feedach uzytkownikéw_
uzytkowniczek obserwujacych osoby ze Swiata polityki sprzeciwiajace sie prawom oséb LGBTI. Amnesty
International wykazata, ze prawie 4% tresci zebranych dzieki kontom marionetkowym, ktére postuzyty

do obserwowania 0s6b ze $wiata polityki sprzeciwiajacych sie prawom o0s6b LGBTI, spetniato znamiona
homofobii lub transfobii. Ponadto ponad 25% wszystkich wpiséw dotyczacych tematyki LGBTI zebranych
dzigki tym kontom nosito znamiona homofobii lub transfobii. Amnesty International ustalita tez, ze znaczny
odsetek tresci dotyczacych tematyki LGBTI (wpiséw lub odpowiedzi na wpisy) miat charakter homofobiczny
lub transfobiczny. Tresci takie czesto pojawiaty si¢ rowniez w feedach kont marionetkowych stuzacych

do obserwowania politykdw_polityczek wspierajacych prawa oséb LGBTI.

W latach 2015-2023 w Polsce rzadzito Prawo i Sprawiedliwo$¢, jawnie wystepujace przeciwko spotecznosci
LGBTI. Co prawda po wyborach w 2023 roku wtadze przejety inne partie, ale wieloletnia nagonka

na spoteczno$¢ LGBTI doprowadzita do sytuacji, ktéra aktywisci_aktywistki okre$laja mianem ,,0dgérnej
polaryzacji”. Odzwierciedleniem tego sa tresci wymierzone w spoteczno$¢ LGBTI publikowane na platformie
X. Szczegblny niepokdj budzi ich powszechnos$¢, gdyz model biznesowy X opiera sie na rekomendowaniu
tresci, ktére przyciggaja uwage uzytkownikéw_uzytkowniczek, bez wzgledu na to, czy moga powodowac
szkody.

W niniejszym raporcie Amnesty International przedstawia pierwszg catosciowg analize modelu biznesowego
X z perspektywy praw cztowieka. Wykazujemy, ze w przypadku tej platformy mamy do czynienia z modelem
opartym na inwigilacji i gromadzeniu danych o uzytkownikach_uzytkowniczkach, tak samo jak w przypadku
firm Meta, Google czy TikTok. Gromadzenie danych stanowi najwazniejszy element modelu biznesowego X,
bo po pierwsze pozwala lepiej przewidywac, jakie tresci przyciagna uwage uzytkownikow_uzytkowniczek,

a po drugie z perspektywy potencjalnych reklamodawcédw warto$¢ danych przektada sie na warto$¢ samej
firmy. To kwestia kluczowa, gdyz X moze dziata¢ wytacznie dzigki publikowaniu targetowanych reklam.

0d 2013 roku targetowane reklamy odpowiadaja za prawie 100% przychodéw firmy. Aby zoptymalizowaé
gromadzenie danych o uzytkownikach_uzytkowniczkach, algorytmy X czynia przyciaganie uwagi absolutnym
priorytetem. W rezultacie najwieksza widoczno$¢ zyskuja tresci, ktére z najwiekszym prawdopodobienstwem
wywotaja jakiegos$ rodzaju reakcje (w przypadku X reakcja moze by¢ komentarz, polubienie lub retweet).

X oferuje réwniez subskrypcje premium: uzytkownicy_uzytkowniczki ptaca za dodatkowe funkcjonalnosci,
na przyktad za mozliwo$¢ publikowania dtuzszych wpiséw i podkrecanie algorytmu obejmujace ,,priorytet
odpowiedzi” — oznacza to, ze odpowiedzi uzytkownikéw_uzytkowniczek premium sg bardziej widoczne.

Amnesty International juz wczes$niej wykazata, ze modele biznesowe oparte na inwigilacji prowadza

do rozpowszechniania szkodliwych tresci, gdyz stosujacym je platformom cyfrowym zalezy gtéwnie na
przycigganiu uwagi i utrzymywaniu zainteresowania uzytkownikéw_uzytkowniczek oraz na gromadzeniu
danych. W potfaczeniu z kiepska moderacja tresci model biznesowy tego typu realizowany przez X naraza
polska spotecznos¢ LGBTI na wyjatkowo duze zagrozenie tresciami wypetniajagcymi znamiona TFGBV.

I Konta marionetkowe to konta fikcyjnych uzytkownikéw_uzytkowniczek tworzone na uzytek badan. Mozna je
wykorzystywaé na rézne sposoby. W tym przypadku Amnesty International i ATI postuzyty sie kontami marionetkowymi,
zeby przeanalizowa¢ rozpowszechnienie i nagtasnianie tresci wymierzonych przeciwko spotecznosci LGBTI na
platformie X w Polsce.
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Za typowy przyktad tresci wymierzonych w spoteczno$¢ LGBTI i rozpowszechnianych na platformie X moze
postuzy¢ klip z lipca 2023 roku opublikowany przez Konfederacje. Zawiera on fragment wypowiedzi jej
6wczesnego posta Grzegorza Brauna, ktéry przemawiajac w sejmie na temat spotecznosci LGBTI, méwi:
»Nie beda dewianci uczy¢ naszych dzieci tolerancji. Precz z propaganda sodomii w polskich szkotach”.

W maju 2025 roku klip nadal byt dostepny w serwisie X. Miat ponad 99 tysiecy wysSwietlen.

Osoby LGBTI méwity Amnesty International, ze regularnie widza na platformie X wpisy, ktére je
dehumanizuja, a nawet wzywaja do ich eksterminacji. ,,0soby LGBTQ maja skorficzy¢ w komorach gazowych,
mowi sie o nas, jakbySmy byli Smieciami, brudem, ktéry trzeba oczysci¢”. Inna rozméwczyni Amnesty
International przytaczata wpisy o tym, ze ,,[osoby LGBTI] nie sa normalne, sg przeciwko polskim rodzinom,
chca je zniszczyé; to nie ludzie, to ideologia”.

X przeznacza zdecydowanie niewystarczajace zasoby na moderowanie treéci, réwniez w Polsce, co stanowi
istotng przyczyne tego, ze platforma nie usuwa tresci spetniajgcych znamiona TFGBV wymierzonych

w polska spotecznos¢ LGBTI. Wedtug raportéw publikowanych przez firme X zatrudnia tylko dwie
polskojezyczne osoby odpowiedzialne za moderowanie tresci, przy czym w przypadku jednej z nich polski nie
jest jezykiem ojczystym. Méwimy tu o dwéch osobach na 37,45 miliona mieszkaricéw kraju i 5,33 miliona
uzytkownikdéw_uzytkowniczek X, co dobrze pokazuje, ze firma nie inwestuje w moderowanie tresci. Innym
przyktadem jest wprowadzenie ,,Uwag spotecznosci”, czyli de facto scedowanie moderowania tresci

na uzytkownikéw_uzytkowniczki. Niewystarczajace zasoby oraz polityka i konkretne dziatania firmy
przyczyniaja sie do tego, ze na platformie X petno jest tresci wymierzonych w spoteczno$é LGBTI.

Kazda firma ma obowiazek respektowaé¢ prawa cztowieka, bez wzgledu na to, w ktérej czesci Swiata prowadzi
dziatalnos¢. Aby wypetnia¢ ten obowiazek, firmy musza by¢ proaktywne i nieustannie monitorowaé wptyw
swoich ustug na realizacje praw cztowieka, identyfikowa¢ potencjalne naruszenia i negatywne skutki swojej
dziatalnosci, zapobiegac im, a jesli do nich doszto, stosowa¢ odpowiednie $rodki naprawcze. W przypadku
firm z branzy technologicznej takich jak X konieczne jest tez reagowanie w sytuacjach, w ktérych model
biznesowy, dziatalno$¢, decyzje projektowe i praktyki w zakresie moderowania tresci powoduja lub
zwiekszaja ryzyko naruszen praw cztowieka.

Zgodnie z Aktem o ustugach cyfrowych (DSA) obowiazujacym w Unii Europejskiej tak zwane bardzo duze
platformy internetowe (VLOP), do ktérych zalicza si¢ X, sa zobowigzane szacowa¢ ryzyko systemowe i dazy¢
do jego zmniejszania, a takze przygotowywacé coroczne sprawozdania w tym zakresie. Najnowsze dostepne
sprawozdanie przygotowane przez X pochodzi z 2024 roku. Firma przyznata, ze tre$ci publikowane przez
uzytkownikéw_uzytkowniczki X moga spetnia¢ znamiona mowy nienawisci lub przemocy wobec pewnych
grup i jednostek, co z kolei moze powodowac lek i uczucie zastraszenia, a takze prowadzi¢ do autocenzury.
X wskazat $rodki, ktére maja zredukowac to zjawisko: naleza do nich miedzy innymi ograniczenie
widocznosci pewnych tresci, przejrzystos¢ zasad i procedur, wprowadzenie procedur dotyczacych kontroli
jakos$ci oraz ewaluacja zasad. W sprawozdaniu nie wspomniano jednak o konkretnym ryzyku, na ktére
narazona jest spoteczno$¢ LGBTI. Niezalezny audyt przeprowadzony na mocy DSA, obejmujacy okres

do 23 sierpnia 2024 roku, wykazat, ze proces szacowania ryzyka systemowego w X jest nie dos¢
rygorystyczny, a Srodki wskazane przez platforme nie wystarcza, zeby to ryzyko ograniczy¢. Podkreslono
miedzy innymi, ze $rodki te nie obejmuja zadnych modyfikacji algorytmu.

W niniejszym raporcie wykazano, ze X nie doktada odpowiednich staran, by monitorowaé swéj wptyw na
przestrzeganie praw cztowieka w Polsce, mimo obowigzku szacowania ryzyka, ktéry to obowigzek zostat
ustanowiony na mocy DSA. Platforma nie poczynita krokéw zmierzajacych do zapobiegniecia szkodom
stanowigcym skutek jej dziatalnosci. Jest niepodwazalnym faktem, ze X przyczynia sie do upowszechniania
tresci spetniajacych znamiona TFGBV i do naruszer praw cztowieka dotykajacych polska spoteczno$é¢ LGBTI.

22 sierpnia 2024 roku Amnesty International skontaktowata sie z X. Zadata pytania dotyczace dziatan
dostawcy ustug w Polsce w latach 2019-2024. X nie udzielit odpowiedzi.

W niniejszym raporcie Amnesty International wykazuje, ze platforma X nie wypetnia swoich podstawowych
obowigzkéw w zakresie ochrony praw cztowieka wynikajacych z Wytycznych dotyczacych biznesu i praw
cztowieka przyjetych przez Organizacje Narodéw Zjednoczonych, a ponadto nie spetnia wymogéw stawianych
przez DSA. Jedno i drugie sprawia, ze polska spoteczno$¢ LGBTI ponosi znaczace szkody. Dziatania
zapobiegawcze i naprawcze prowadzone przez X sg nieadekwatne. Platforma lekcewazy tresci promujace
przemoc i nienawi$¢, a jej model biznesowy zdecydowanie zwigksza systemowe ryzyko naruszen praw
cztowieka. Z wymienionych tu powodéw jest szczegélnie prawdopodobne, ze w wyniku funkcjonowania X
polska spotecznos$¢ LGBTI bedzie ponosita dalsze szkody. Konieczne sa pilne, szeroko zakrojone zmiany,
ktére zagwarantuja, ze X przestanie przyczynia¢ si¢ do tych szkéd. Do niezbednych i gruntownych zmian
zaliczaja sie przeznaczenie odpowiednich zasob6w na moderowanie tresci oraz odejscie od modelu
biznesowego opartego na inwigilacji.
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Z biezacych obserwacji funkcjonowania serwisu X w Polsce wynika, ze nadal nie poczynit on krokéw, zeby
zminimalizowa¢ systemowe ryzyko naruszen praw cztowieka. DSA zawiera konkretne rozwigzania, ktére
zwigkszaja rozliczalno$¢ i moga zmusi¢ platformy do wdrozenia Srodkéw naprawczych, powinien wiec zostaé
w petni zaimplementowany.

Niestety, jak dotad polski rzad nie wprowadzit wszystkich niezbednych zmian ustawowych:
kompetencje powotanego tymczasowo koordynatora ds. ustug cyfrowych ograniczone sa do przepiséw
organizacyjno-technicznych aktu o ustugach cyfrowych, nie ustanowiono tez kar za naruszanie DSA.
Powotanie koordynatora ds. ustug cyfrowych i przyznanie mu odpowiednich prerogatyw, a takze zasobéw
— zwtaszcza funduszy i dostepu do wiedzy eksperckiej — jest kwestig o pierwszorzednym znaczeniu.
Dopdki sie to nie stanie, polscy uzytkownicy i polskie uzytkowniczki X nie beda mogli w petni korzysta¢
z praw gwarantowanych im przez DSA. W maju 2025 roku Komisja Europejska skierowata do Trybunatu
Sprawiedliwosci Unii Europejskiej sprawe przeciwko Polsce, a takze Czechom, Hiszpanii, Cyprowi

i Portugalii, w zwigzku z niezapewnieniem skutecznego wdrozenia aktu o ustugach cyfrowych.

By¢ moze Komisja Europejska powinna wszcza¢ $ledztwo w sprawie X dotyczace tego, w jaki sposéb
platforma stara sie¢ minimalizowa¢ ryzyko systemowe wynikajace zaréwno z jej modelu biznesowego, jak

i z praktyk w zakresie moderowania tresci. Kwestia ta ma szczegdlne znaczenie ze wzgledu na utrzymujacy
sie negatywny wptyw tresci spetniajacych znamiona TFGBV publikowanych na platformie X na polska
spoteczno$¢ LGBT — w tym na prawo jednostek do wolno$ci stowa i wyrazania siebie, a takze prawo

do ochrony przed dyskryminacja.

Unia Europejska ma odpowiednie narzedzia, zeby wypetnia¢ swoje zobowigzania w zakresie ochrony
praw cztowieka — w tym prawa do zycia wolnego od przemocy ze wzgledu na pte¢. Pora, zeby zaczeta
wykorzystywac te narzedzia w petni i konsekwentnie.
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2. METODOLOGIA

Niniejszy raport bazuje na badaniach przeprowadzonych przez Amnesty International miedzy marcem

2024 roku a kwietniem 2025 roku, obejmujacych metody partycypacyjne, iloSciowe (eksperyment badawczy
opisany ponizej) oraz wywiady pogtebione. Amnesty International przeanalizowata, jakie konsekwencje dla
przestrzegania prawa cztowieka w Polsce ma dziatalno$¢ biznesowa platformy X, wykorzystujac dokumenty
dostepne na jej stronie internetowej oraz sprawozdania dotyczace przejrzystosci przygotowywane przez X

na mocy DSA. Raport zostat uzupetniony wywiadami eksperckimi, wynikami badan ilosciowych na platformie
X oraz analiza dokumentéw. Amnesty International przeprowadzita ponadto szeroko zakrojony przeglad
dostepnych badan, raportéw organizacji pozarzadowych oraz informacji pochodzacych z mediéw krajowych

i zagranicznych.

Raport stanowi kontynuacje wczes$niejszych badan prowadzonych przez Amnesty International, z ktérych
wynika, ze spoteczno$¢ LGBTI w Polsce doswiadcza ustawicznej dyskryminacji, a wroga, stygmatyzujaca
retoryka — stosowana miedzy innymi przez wysokich przedstawicieli wtadz paristwowych — ma coraz bardziej
szkodliwe konsekwencje, obejmujace przemoc i dyskryminacje ze wzgledu na prawdziwa lub postrzegana
orientacje seksualng oraz tozsamo$¢ i ekspresje ptciowa?.

Amnesty International przeprowadzita wywiady — twarza w twarz lub zdalne — z 11 osobami dotknigtymi
przemoca online. W raporcie przedstawiono ich historie, stanowig one bowiem ilustracje krzywd, ktére
dotykaja spoteczno$¢ LGBTI w Polsce, réwniez z powodu dziatarn X. Ponadto przeprowadzono pie¢ wywiadéw
eksperckich, w tym ze specjalistami w zakresie praw cyfrowych i praw os6b LGBTI| w Polsce. Zorganizowano
réwniez warsztat partycypacyjny z udziatem 16 oséb z polskiej spotecznosci LGBTI.

Wszystkie wywiady prowadzono gtéwnie po angielsku. Jesli byto to konieczne, zapewniano ttumaczenie
niektérych fragmentéw na polski. Informacje zebrane na podstawie wywiadéw zostaty dodatkowo
zweryfikowane dzieki danym uzyskanym od organizacji zajmujacych si¢ prawami cyfrowymi i organizacji
LGBTI, a takze dzigki badaniom ilosciowym na platformie X wykonanym przez Amnesty International.
Wszystkie osoby, z ktérymi przeprowadzano wywiady, udzielity wczesniej stosowanych zgdéd. Amnesty
International nie oferowata zadnej gratyfikacji w zamian za udziat w wywiadzie. Ze wzgledéw bezpieczerstwa
niektdére osoby zazyczyty sobie anonimowosci, inne pragnety wystapi¢ pod wtasnymi nazwiskami.

W przypadku tych pierwszych Amnesty International uzyta pseudoniméw i pomineta w raporcie wszelkie
dane umozliwiajace ich identyfikacje.

2.1 EKSPERYMENT ILOSCIOWY

Wywiady indywidualne i badania partycypacyjne sa niezbedne, zeby zrozumie¢ i wydoby¢

na pierwszy plan doswiadczenia ludzi. Stanowia tez gtéwne narzedzie aktywizmu i budowania
Swiadomosci. Nieprzejrzysto$¢ mechanizmdw wykorzystywanych przez X i rozpowszechnienie pewnego
rodzaju tresci na platformie wymagaty jednak zastosowania w tym projekcie metod ilo$ciowych.
Uzupetnieniem wywiadéw indywidualnych i badan partycypacyjnych jest zatem komponent ilosciowy,
przygotowany we wspotpracy z ATI.

W idealnym scenariuszu badacze, ktérzy chca analizowaé, w jaki sposéb algorytmy X podsuwaja
uzytkownikom_uzytkowniczkom okreslone tresci — w tym wszechobecne na platformie tresci skierowane
przeciwko spotecznosci LGBTI — gromadziliby dane pochodzace od prawdziwych uzytkownikdéw_
uzytkowniczek. Amnesty International rozwazata te metode, ustalono jednak, ze ze wzgledu na ograniczenia

2 Amnesty International, Dotknieci przez nienawisé, zapomniani przez prawo. Brak spéjnego systemu zwalczania
przestepstw z nienawisci w Polsce (Indeks: EUR 37/2147/2015), wrzesie 2015, https://www.amnesty.org.pl/wp-
content/uploads/2015/09/hate_crimes_report_-_POLISH_-_WEB.pdf; Amnesty International, ,, ByliSmy traktowani jak
przestepcy”. Od atmosfery wrogosci po nekanie 0séb broniacych praw LGBTI (Indeks: EUR 37/5882/2022), 20 lipca
2022, https://www.amnesty.org.pl/wp-content/uploads/2022/07/Bylismy-traktowani-jak-przestepcy-raport-aktywisci_
stki-LGBTI-Amnesty-International-2022.pdf.
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czasowe zgromadzenie odpowiedniej ilosci danych mogtoby sie okaza¢ niemozliwe. Najlepsza alternatywa
byto stworzenie kont marionetkowych, odwzorowujacych konta uzytkownikéw_uzytkowniczek X.

Eksperyment ilosciowy obejmowat: (1) badanie rozpowszechnienia tresci skierowanych przeciwko
spotecznosci LGBTI na platformie X w Polsce i przeszukiwanie platformy pod katem takich tresci;

(2) badanie, w jaki sposéb algorytmy X przyczyniaja sie do wigkszej widocznosci szkodliwych tresci.

W tym celu zastosowano konta marionetkowe, a konkretnie konta fikcyjnych uzytkownikéw_uzytkowniczek
potencjalnie zainteresowanych treSciami skierowanymi przeciwko spotecznoséci LGBTI. Eksperyment
przeprowadzono miedzy 1 a 31 marca 2025 roku.

Badacze utworzyli 32 konta marionetkowe, wykorzystujac cztery rézne, ustalone z géry persony,

aby w ten spos6b odtworzy¢ doswiadczenia réznych uzytkownikéw_uzytkowniczek platformy X. Poszczegblne
persony obserwowaty politykéw_polityczki z okreslonych partii politycznych. Stworzono je w taki sposéb,
aby reprezentowaty cztery r6zne podej$cia do spotecznosci LGBTI (i innych kwestii spotecznych). Kazde

z 32 kont marionetkowych obserwowato 10 politykéw_polityczek reprezentujacych jedna z ponizszych
kategorii:

O politycy_polityczki z partii opowiadajacych sie za ograniczaniem praw oséb LGBTI (PiS,
Konfederacja, Kukiz15);

O politycy_polityczki z partii o niejednoznacznym stanowisku w kwestii praw oséb LGBTI (PSL);

O politycy_polityczki z partii, ktére popieraja zwiazki partnerskie, ale sprzeciwiajg sie matzefistwom
jednoptciowym (Polska 2050, KO);

O politycy_polityczki z partii, ktére w petni popieraja prawa oséb LGBTI (Nowa Lewica, Razem).

Aby badanie w jak najmniejszym stopniu przyczyniato sie do rozpowszechniania potencjalnie szkodliwych
tresci, zdecydowano, ze zadne z kont marionetkowych nie bedzie stuzyto do dawania polubieri, podawania
dalej wpiséw, komentowania, wysytania wiadomos$ci ani wyszukiwania jakichkolwiek stow czy haset.

Kazde konto marionetkowe logowato sie¢ na platformie X raz dziennie przez 28 dni. W potowie badania (15.
dnia) kazde konto przydzielono losowo do jednej z dwoch grup: (1) konta, ktére postuza do obserwowania
uzytkownikéw_uzytkowniczek z listy zarekomendowanych przez X; (2) konta, ktére nie beda obserwowac
rekomendowanych uzytkownikéw_uzytkowniczek. Codzienny workflow dla kazdego konta marionetkowego
wygladat nastepujaco:

1. Zalogowac sie na platformie X.
2. Spisa¢ wszystkich uzytkownikéw i wszystkie uzytkowniczki osi czasu ,,Moze Ci sige spodobac”.

3. Przeskrolowa¢ pierwszych 200 wpiséw wyswietlonych w feedzie w kolejnosci od najnowszych do
najstarszych.

4. Przeskrolowa¢ pierwszych 200 wpiséw w osi czasu ,,Dla Ciebie”.
5.  Wylogowa¢ sie z platformy X.

Konta postuzyty tez do zebrania wszystkich komentarzy pod 55 wpisami dotyczacymi oséb LGBTI majacymi
najwyzsze wskazniki zaangazowania.

2.2 KATEGORYZOWANIE TRESCI

Badanie Amnesty International byto poswiecone (1) wszelkiego rodzaju skumulowanym efektom zwigkszania
widocznosci tresci skierowanych przeciwko osobom LGBTI przez platforme X; (2) konkretnym przypadkom
nieskutecznego moderowania tresci. Badanie upowszechnienia i zwiekszania widocznosci tresci na
platformach takich jak X zawsze wiaze sie ze szczegdlnymi wyzwaniami, wymaga bowiem kategoryzowania
okreslonych wpiséw i tresci.

We wspotpracy z Amnesty International Polska badacze_badaczki wypracowali zasady kategoryzowania
poszczegblnych wpiséw. Wykorzystano tu zalecenia eksperckie, ale przyjeta kategoryzacja z koniecznosci
upraszcza rzeczywisto$¢ i analizowane tresci, a takze ich potencjat wyrzadzania ludziom krzywdy.
Zastosowana kategoryzacja miata zagwarantowac przejrzysty, wielowymiarowy opis potencjalnie szkodliwych
tresci skierowanych przeciwko osobom LGBTI, publikowanych na platformie X.

Préba 1387 wpiséw zostata skategoryzowana recznie przez badaczy_badaczki. Postuzono sie nastepujacymi
kategoriami:
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przemocowy,

homofobiczny,

transfobiczny,

wykorzystywanie wizerunku intymnego bez zgody,
doxing,

nekanie,

inny problem,

antyimigrancki,

© X N o ok W=

antysemicki,

—
o

. codzienny rasizm,

—
—

. ogblnie anty-LGBTI,

—
N

. ogdlnie pro-LGBTI,
. LGBTI - inny,

—
w

14. nieistotny.

Nastepnie wykorzystano duzy model jezykowy, zeby skategoryzowat odpowiedzi pod 55 wpisami dotyczacymi
0s6b LGBTI majacymi najwyzsze wskazniki zaangazowania. Model jezykowy zostat wyszkolony na podstawie

recznie skategoryzowanych przyktadéw. Nastepnie skategoryzowat odpowiedzi w zaleznosci od tego, czy byty
homofobiczne/transfobiczne, czy tez nied.

Dzieki 32 kontom marionetkowym w okresie badania zebrano tacznie 163 048 wpiséw pochodzacych
z feedéw. 141 563 z nich nie byto reklamami. Wiele wpiséw sie powtarzato, wiec faczna liczba unikatowych
wpiséw jest nizsza: 33 879, z czego 31 951 nie byto reklamami.

Ponadto zgromadzono tacznie 10 455 unikatowych wpiséw niebedacych reklamami zamieszczonymi w osi
czasu ,,Dla Ciebie”. Tresci publikowane przez Elona Muska na jego osobistym koncie znaczaco przewazaty
tu nad tresciami z innych kont. W okresie badania w osi czasu ,,Dla Ciebie” na kontach marionetkowych
wpisy Elona Muska wyswietlity sie 1411 razy. Drugie miejsce zajeto konto polskiego polityka Romana
Giertycha. Jego wpisy wyswietlity sie¢ 494 razy.

2.3 WYZWANIA METODOLOGICZNE

Badanie iloSciowe obejmowato wigcej wpiséw niz poprzednie badania w tej tematyce prowadzone przez
organizacje pozarzadowe; mimo to 32 konta marionetkowe to za mato, zeby méc testowac statystycznie
jakiekolwiek hipotezy, zdecydowano sie wiec jedynie na analizg opisowa i poréwnanie ilosci i czestosci

tresci dotyczacych oséb LGBTI wyswietlanych kazdej z czterech grup kont wyréznionych na uzytek badania,
zwiaszcza tresci szkodliwych. Rozwinigciem poprzednich badan byto zastosowanie metody poréwnawczej, czyli
grup kont obserwujacych politykéw i polityczki zajmujacych rézne stanowiska w kwestii praw oséb LGBTI.

Jest wysoce prawdopodobne, ze algorytm rekomendujacy tresci na platformie X uwzglednia takie czynniki
jak data, godzina i lokalizacja uzytkownika_uzytkowniczki. Moga one wptywaé na to, jakie tresci beda
widoczne dla uzytkownikéw_uzytkowniczek. Aby zwiekszyé uzyteczno$¢ poréwnania, badacze_badaczki
tworzyli konta marionetkowe w okres$lone dni, o okreslonych godzinach, w tej samej lokalizacji na

terenie Polski. Wyzwaniem okazaty sie problemy techniczne, na przyktad awarie lub zamykanie kont
marionetkowych. Badaczom_badaczkom udato sig jednak w najwyzszym mozliwym stopniu zadba¢ o to, zeby
dane w kazdej grupie byty gromadzone réwnoczes$nie.

3 Wykorzystano ChatGPT 4.1mini, 15 kwietnia 2025 roku. Uzyto nastepujacego promptu: ,Jeste$ binarnym
klasyfikatorem, ktéry decyduje, czy konkretna odpowiedz na tweeta jest homofobiczna/transfobiczna, czy tez nie.
Dla kontekstu dostaniesz oryginalny tweet i odpowiedzi, ktére zaklasyfikujesz. Klasyfikuj wytacznie odpowiedzi, a nie
tweeta. Czy odpowiedz jest homofobiczna/transfobiczna? Odpowiedzi podawaj tylko w postaci jednej cyfry: 1, jesli
odpowiedz jest homofobiczna/transfobiczna, O, jesli taka nie jest”. Wykorzystano wytacznie tres$¢ oryginalnego tweeta
i tre$¢ odpowiedzi. Usunieto nazwy uzytkownikéw_uzytkowniczek, linki i metadane. Amnesty International podkresla,
ze kategoryzacje z uzyciem duzych modeli jezykowych nie zawsze sa stabilne i moga sie od siebie r6zni¢ w zaleznosci
od tego, ktérego dnia zostaty przettumaczone. Kategoryzacja przeprowadzona przez duzy model jezykowy zostata
wykorzystana w dalszych analizach w ograniczonym stopniu. llekro¢ miata wptyw na wnioski, Amnesty International
podaje stosowne zastrzezenia.
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v RYS. 1. DZIENNA LICZBA AKTYWNYCH KONT MARIONETKOWYCH W OKRESIE GROMADZENIA DANYCH
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Rysunek 1. pokazuje, jak wiele kont marionetkowych byto aktywnych kazdego dnia. Széstego i 26. dnia
odnotowano liczne problemy techniczne. Aby zadba¢ o rzetelno$é wynikéw, sprawdzono, czy konta, ktére
byty w tych dniach offline, rozktadaty sie po réwno miedzy wszystkie cztery grupy wyr6znione na uzytek
badania.

24 sierpnia 2024 roku Amnesty International przestata dostawcy ustug X pytania dotyczace jego dziatalnosci
biznesowej w Polsce w latach 2019-2024, ale nie otrzymata odpowiedzi. 25 czerwca 2025 roku Amnesty
International poinformowata dostawce ustug o zarzutach przedstawionych w niniejszym raporcie i data mu
mozliwos¢ ustosunkowania sie do nich, ale nie uzyskata odpowiedzi.

Nazwa X w raporcie dotyczy przedsigbiorstwa X Corp. (dawniej Twitter). Jest stosowana réwniez
w odniesieniu do okresu przed kwietniem 2023 roku, kiedy firma przeprowadzita rebranding. W cytatach
z wywiadéw nazwy , Twitter” i , X" uzywane sa wymiennie i dotycza zaréwno platformy, jak i firmy.
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3. Tt

3.1 CEL NAGONKI: SPOLECZNOSC LGBTI W POLSCE

Osoby LGBTI od kilkudziesieciu lat zmagaja sie w Polsce z systemowa dyskryminacja ze strony kolejnych
rzadéw, czesto stosowang w imie obrony tak zwanych tradycyjnych wartosci. W latach 1985-1987 wtadze
przeprowadzity szeroko zakrojona tajna operacje o kryptonimie Hiacynt, w ramach ktérej zatrzymano

11 tysiecy os6b podejrzanych o homoseksualizm lub kontakty ze Srodowiskiem oséb homoseksualnych®.
Zgromadzone wéwczas potencjalnie kompromitujace informacje byty okreslane przez Stuzbe Bezpieczenstwa
mianem ,r6zowych teczek”5. Wtadze nazwaty operacje dziataniem prewencyjnym, majacym na celu walke

z praca seksualna i ,grupami przestepczymi homoseksualistéw”é. Od czasu demokratyzacji w latach
dziewigc¢dziesiatych prawa oséb LGBTI stanowia niezwykle istotng kwestie w polskiej polityce’.

W okresie rzadéw PiS, czyli w latach 2015-2023, polskie wtadze podejmowaty dziatania zmierzajace

do skurczenia przestrzeni dziatan obywatelskich: dazyty do erozji rzadéw prawa, atakowaty prawa kobiet
i 0s6b LGBTI, tworzyty atmosfere wrogosci wobec oséb LGBTI i ich sojusznikéw®. Wroga, stygmatyzujaca
retoryka, ktéra postugiwali sie miedzy innymi wysocy urzednicy parnstwowi, prowadzita niekiedy do aktéw
przemocy i dyskryminacji ze wzgledu na prawdziwa lub postrzegang orientacje seksualna oraz tozsamosé
i ekspresje ptciowa®. Politycy i polityczki PiS, czyli partii rzadzacej, szczegblnie czesto postugiwali sie
hastami anty-LGBTI, podsycajac atmosfere wrogosci i dajac przyzwolenie na nienawi$¢ do oséb LGBTI°.

Specjalistka w zakresie praw 0s6b transptciowych i niebinarnych powiedziata Amnesty International,
ze po dojsciu PiS do wtadzy wypowiedzi wrogie wobec spotecznosdci LGBTI staty sie o wiele
powszechniejsze.

»Kiedy PiS zaczat rzadzi¢, rzeczy, ktére [wczesniej] byty nieakceptowalne... Ludzie zaczeli byé z nich
dumni. Gtoszenie nienawisci stato sie supersprawa”?!.

Wiele grup wystepujacych przeciwko prawom cztowieka cieszyto sig¢ coraz wieksza bezkarnoscia, gdy
usprawiedliwiaty przemoc i dyskryminacje oséb LGBTI lub wrecz wzywaty do takiej przemocy badz
sie jej dopuszczaty'?. Amnesty International wykazata, ze istnieje bezposredni zwiazek miedzy erozja
prawa jednostek do wolno$ci stowa, wyrazania siebie i wolnos$ci pokojowych zgromadzen a ngkaniem,
profilowaniem i zastraszaniem oséb aktywistycznych LGBTI w Polsce!3.

Ludzie piastujacy wysokie stanowiska w rzadzie PiS w latach 2015-2023 i inne wptywowe osoby publiczne
przedstawiaty spoteczno$é LGBTI jako zagrozenie dla wartosci rodzinnych, wiary katolickiej oraz porzadku
publicznego!. Przyktadowo 17 kwietnia 2018 roku Jarostaw Kaczynski, prezes Prawa i Sprawiedliwosci,

4 Amnesty International, , ByliSmy traktowani jak przestepcy”.
5 Tamze.
& Tamze.

7 The Guardian, In Poland, the home of ,,LGBT-free zones”, there is hope at last for the queer community, 1 listopada
2023, https://www.theguardian.com/commentisfree/2023/nov/01/poland-Igbtg-new-government-law-and-justice-
equality.

& Amnesty International, , ByliSmy traktowani jak przestepcy”.
9 Tamze.
10 Tamze.
11 Amnesty International, wywiad z Julia Kata, 29 lipca 2024.
2. Amnesty International, ,,Byliémy traktowani jak przestepcy”.
13 Tamze.

14 |LGA Europe, Poland: Anti-LGBTI hate timeline, 2021, https://www.ilga-europe.org/report/poland-anti-Igbti-hate-
timeline/; Amnesty International, ,,Bylismy traktowani jak przestepcy”.
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oznajmit podczas kampanii wyborczej przed wyborami samorzadowymi: ,,pdki my rzadzimy, zadnych
matzeristw homoseksualnych nie bedzie”, a kraje UE musza ,,otrzezwieé” 5.

W czerwcu 2020 roku, podczas spotkania z mieszkanncami Brzegu, éwczesny prezydent Andrzej Duda
nazwat osoby LGBTI ,,ideologig”: ,,Prébuje sie nam, prosze panstwa, wmoéwié, ze to ludzie. A to jest po
prostu ideologia. Jezeli kto$ ma jakiekolwiek watpliwosci, czy to jest ideologia, czy nie, to niech sobie zajrzy
w Kkarty historii i zobaczy, jak wygladato na $wiecie budowanie ruchu LGBT, niech zobaczy, jak wygladato
budowanie tej ideologii, jakie poglady gtosili ci, ktérzy ja budowali. [...] Nie po to pokolenie moich rodzicéw
przez 40 lat walczyto, zeby wyrzuci¢ ideologie komunistyczna ze szkét [...], zeby$my teraz godzili si¢ na

to, zeby przyszta inna ideologia, jeszcze bardziej niszczaca dla cztowieka, ideologia, ktéra pod frazesami
szacunku i tolerancji ukrywa gteboka nietolerancje i eliminacje, wykluczenie wszystkich tych, ktérzy nie
chca jej ulec”?®,

W tym samym roku Komisja Europejska zapowiedziata, ze zablokuje przekazywanie $srodkéw finansowych
polskim miastom i regionom, ktére przyjety ,,uchwaty anty-LGBT"”. Minister Sprawiedliwosci zareagowat
na to deklaracja, ze te miasta i regiony beda mogty liczy¢ na wsparcie z Funduszu Sprawiedliwosci
przeznaczonego dla ofiar przestepstw!’. Jak ttumaczyto Ministerstwo Sprawiedliwos$ci, staty sie one
»ofiarami” unijnej politykit&.

W marcu 2021 roku Zbigniew Ziobro, taczacy stanowiska Ministra Sprawiedliwo$ci i prokuratora
generalnego, ztozyt w sejmie projekt ustawy zakazujacej adopcji dzieci przez pary jednoptciowe w Polsce?®.

W 2022 roku Amnesty International przedstawita jednoznaczne dowody na to, ze coraz czesciej dochodzito
do atakéw na pokojowe zgromadzenia organizowane przez spoteczno$¢ LGBTI, co stanowito skutek kampanii
nienawisci zainicjowanej przez rzad i prowadzonej zwtaszcza przez politykéw_polityczki PiS i Konfederacji,
szczegblnie w okresie poprzedzajacym wybory prezydenckie w 2020 roku?®°.

W miare jak stygmatyzacja oséb LGBTI w Polsce przybierata na sile, Marsze Réwnosci i inne pokojowe
zgromadzenia zaczety sie potyka¢ z wrogoscia ze strony wtadz centralnych i lokalnych, a takze z przemoca ze
strony funkcjonariuszy organéw $cigania®!. Gtosnym przyktadem byt Marsz Réwnosci w Biatymstoku 20 lipca
2019 roku. Policja nie zapewnita jego uczestnikom dostatecznej ochrony, co oSmielito do ataku znacznie
liczniejszy od zgromadzenia, agresywny ttum czterech tysiecy demonstrantéw. W rezultacie uczestnicy
zostali obrzuceni butelkami, kostka brukowa i petardami, wznoszono tez homofobiczne okrzyki??.

Kilka miesiecy p6zniej, 28 wrzesnia 2019 roku, na Marszu Réwnosci w Lublinie policja uzyta przeciwko

kontrdemonstrantom armatek wodnych i gazu pieprzowego. Aresztowano kilkadziesiat os6b?3. Ujawniono
pozniej, ze dwoje kontrdemonstrantéw miato przy sobie domowej roboty materiaty wybuchowe?*. Amnesty
International udokumentowata ponadto przypadki profilowania protestujacych oséb LGBTI przez policje

i zatrzymywan na podstawie orientacji seksualnej i tozsamosci ptciowej?s.

Ataki na prawa oséb LGBTI, a zwtaszcza na marsze rownosci, spotykaty si¢ z poparciem czgsci

polskich mediéw i politykéw_polityczek. 10 pazdziernika 2019 roku telewizja publiczna wyemitowata
paradokumentalny film /nwazja LGBT, w ktérym padto twierdzenie, ze uczestnicy marszéw réwnosci sa
optacani przez zagraniczne organizacje pozarzadowe?®. Zadawano tez pytania, kto i w jakim celu finansuje
zgromadzenia oséb LGBTI, kto finansuje organizacje LGBTI i ,na czym polega inwazja LGBT"?".

15 |LGA Europe, Poland: Anti-LGBTI hate timeline.

16 Euronews, LGBT campaigners denounced President Duda’s comments on ,,communism”, 15 czerwca 2020,
https://www.euronews.com/2020/06/15/polish-president-says-Igbt-ideology-is-worse-than-communism.

17 ILGA Europe, Poland: Anti-LGBTI hate timeline.

18 Tamze.

19 Equaldex, ,,LGBT rights in Poland”, https://www.equaldex.com/region/poland#adoption (dostep: 2 lipca 2025).
20 Amnesty International, ,, ByliSmy traktowani jak przestepcy”.

2l Tamze.

22 Tamze.

2 |LGA Europe, Poland: Anti-LGBTI hate timeline.

2 Tamze.

25 Amnesty International, , BylisSmy traktowani jak przestepcy”.

26 |LGA Europe, Poland: Anti-LGBTI hate timeline.

27 Tamze.
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Julia Kata, psycholozka pracujaca w Fundacji Trans-Fuzja, ttumaczyta w rozmowie z Amnesty International,
ze upowszechnianie tresci anty-LGBTI w tradycyjnych mediach dawato przyzwolenie na jawna wrogos$¢
i agresje wobec os6b LGBTI:

»Stuchasz tego rodzaju komentarzy w telewizji i co myslisz? Myslisz, Ze mozna méwic takie rzeczy,
ze to okej. Wszyscy tak mowia w telewizji. Przeciez gdyby to byto niewtasciwe albo obrzydliwe,
to by tego nie pokazywali, prawda? No a pokazuja. Czyli to musi by¢ okej"?2.

W 2022 roku Sad Okregowy w Warszawie orzekt, ze telewizja naruszyta dobra osobiste oséb LGBTI
pokazanych w dokumencie, nakazat wyptate odszkodowania i przeprosiny. W uzasadnieniu sedzia podkreslit,
ze Inwazja miata stuzy¢ ,,zohydzeniu $rodowiska LGBT"” i ze naruszata standardy etyki mediow?°.

Podczas kampanii prezydenckiej w czerwcu 2020 roku Andrzej Duda publicznie podpisat Karte Rodziny,
w ktdrej zobowigzywat sie miedzy innymi do ,,0brony instytucji matzenstwa”, powstrzymania adopcji dzieci
przez pary jednoptciowe i ochrony dzieci i rodzin przed ,ideologia LGBT", ktéra nazywat obca i gorsza

od ideologii komunistycznej. Zapowiadat tez, ze bedzie dazyt do zakazu ,ideologii LGBT" w instytucjach
publicznych®°. Podczas tej samej kampanii opowiedziat sie za wpisaniem zakazu zawierania matzenstw
jednoptciowych do polskiej konstytucjis!.

Andrzej Duda twierdzit, ze spoteczno$¢ LGBTI prébuje narzucaé w Polsce prawa oséb LGBTI3?. W podobnym
tonie wypowiadat sie prezes PiS Jarostaw Kaczyriski w wywiadzie w kwietniu 2021 roku, w ktérym
wspomniat o ,,ideologii LGBT". , Nigdzie w traktatach europejskich nie ma niczego takiego, co by nas

miato sktaniaé czy zmusza¢, zeby$my przyjmowali te reguty, ktére rzeczywiscie dzisiaj na $wiecie zaczynaja
dominowac i sa sprzeczne ze zdrowym rozsadkiem, i ograniczajg radykalnie wolnos¢, i to wolno$¢ ogromnej
ilodci ludzi, ktorzy sa terroryzowani, zeby przyjaé tego rodzaju ideologig”33.

W sierpniu 2021 roku do sejmu wptynat obywatelski projekt ustawy ,,Stop LGBT”. Po pierwszym
czytaniu zostat on skierowany do dalszych prac3*. Zaktadat catkowity zakaz ,,promowania ideologii LGBT”
w przestrzeni publicznej, stanowit wigc powazne zagrozenie dla praw cztowieka — zwtaszcza prawa do
wolnosci stowa i wyrazania siebie oraz wolnosci zgromadzen — i ewidentnie naruszat miedzynarodowe
standardy3®. W 2024 roku projekt zostat ztozony ponownie. Rzecznik Praw Obywatelskich zaopiniowat

go wowczas negatywnie i zadeklarowat, ze jest to niezgodna z konstytucja préba ograniczenia praw
spotecznosci LGBTI3®.

3.2 ,STREFY WOLNE 0D LGBT”

W 2019 roku kampania nienawisci weszta w nowa faze, gdy jednostki samorzadu zaczety przyjmowaé
uchwaty i rezolucje o tak zwanych strefach wolnych od LGBT?’. Zasadniczo uchwaty i rezolucje nie
przektadaty sie na konkretne dziatania, stanowity jednak oczywistg probe stygmatyzacji, wykluczenia

i dyskryminacji os6b LGBTI. Byty jawnym sygnatem, ze osoby LGBTI nie sa mile widziane w samorzadach,
ktore przyjety uchwaty. W 2019 roku okoto 100 samorzadéw lokalnych w Polsce ogtosito, ze sg ,,strefami

28 Amnesty International, wywiad z Julig Kata, 29 lipca 2024.

2 |LGA-Europe, Annual review of the human rights of lesbian, gay, bisexual, trans, and intersex people in Poland
covering the period of January to December 2022, 2022, https://www.ilga-europe.org/sites/default/files/2023/
poland.pdf.

30 BBC News, Poland LGBT protests: Three charged with hanging rainbow flags off statues, 5 sierpnia 2020, https://
www.bbc.co.uk/news/world-europe-53673411; ILGA Europe, Poland: Anti-LGBTI hate timeline.

31 BBC News, Poland LGBT protests: Three charged with hanging rainbow flags off statues.
32 BBC News, Poland LGBT protests: Three charged with hanging rainbow flags off statues.
33 |LGA Europe, Poland: Anti-LGBTI hate timeline.

34 Amnesty International, , ByliSmy traktowani jak przestepcy”.

35 Tamze; Amnesty International, Pride ,,under attack” from new bill in parliament, 28 pazdziernika 2021,
https://www.amnesty.org/en/latest/news/2021/10/poland-pride-under-attack-from-a-new-bill-in-parliament.

36 Polska Agencja Prasowa, Ombudsperson strikes down anti-LGBT bill, 6 lutego 2024, https://www.pap.pl/en/news/
ombudsperson-strikes-down-anti-Igbt-bill

37 ILGA Europe, Poland: Anti-LGBTI hate timeline; Human Rights Watch, Poland: rule of law erosion harms women,
LGBT people, 15 grudnia 2022, https://www.hrw.org/news/2022/12/15/poland-rule-law-erosion-harms-women-Igbt-
people.
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wolnymi od LGBT” albo zakazato ,ideologii LGBT"38. Na poczatku 2020 roku ,,strefy wolne od LGBT”
obejmowaty juz okoto jednej trzeciej terytorium kraju.

W raporcie Zgromadzenia Parlamentarnego Rady Europy na temat przeciwdziatania nienawiéci do oséb
LGBTI podkreslono, ze istnienie stref ,,zaprzecza prawu oséb LGBTI do zycia i pozbawia je bezpiecznej
przestrzeni”4°. Do grudnia 2022 roku ponad 90 samorzaddw regionalnych lub miejskich zadeklarowato,
ze sa ,wolne od ideologii LGBT” lub podpisato promowana przez rzad Samorzadowa Karte Praw Rodzin*!.
Cztonkowie rzadu aktywnie wspierali strefy: osoby aktywistyczne informowaty, ze Minister Edukacji i Nauki
rozsytat listy poparcia do miast i samorzadéw, ktére przyjety rezolucje przeciwko ,,ideologii LGBT"42.
Tygodnik ,Gazeta Polska” dystrybuowat darmowe naklejki z napisem ,,Strefa wolna od LGBT” w gescie
poparcia dla rezolucji*®. Strefy wolne od LGBT zostaty stanowczo potepione przez Unie Europejska.

W 2021 roku Komisja Europejska wszczeta postepowanie naruszeniowe w zwiazku z pogwatceniem przez
Polske praw podstawowych**. Komisja uznata, ze polskie wtadze nie odpowiedziaty na skierowane do nich
pytania dotyczace charakteru stref i skutkéw ich tworzenia. We wrzesniu 2021 roku Komisja Europejska
zapowiedziata, ze zablokuje Srodki dla pigciu regionéw, o ile nie odwotaja one uchwat anty-LGBT. Cztery
z pieciu regionéw podporzadkowaty sie temu zadaniu®®.

W 2022 roku Naczelny Sad Administracyjny uznat, ze uchwaty o strefach wolnych od LGBT s3a aktem
wtadczym bez wtasciwej podstawy prawnej i ze ich ,,spotecznym skutkiem jest naruszenie godnosci, czci

i dobrego imienia oraz $cisle zwigzanego z tymi dobrami zycia prywatnego okres$lonej grupy mieszkancow4e,
Na skutek orzeczenia wigkszo$¢ uchwat zostata ostatecznie wycofana lub odrzucona przez inne sady*’.

24 kwietnia 2025 roku zniesiono ostatnia strefe wolna od LGBT, po tym jak radni z tancuta w potudniowo-
wschodniej Polsce zagtosowali za wycofaniem uchwaty?e.

3.3. BRAK OCHRONY PRAWNEJ

Na podstawie polskiego Kodeksu karnego $cigane i sadzone sa przestepstwa z nienawisci ze wzgledu

na rasg, pochodzenie etniczne, narodowos$¢, wyznanie lub bezwyznaniowos$¢. Kodeks nie przewiduje
jednak ochrony przed przestepstwami z nienawisci motywowanymi wiekiem, niepetnosprawnoscia,

ptcia, tozsamos$cia ptciowa, orientacja seksualna czy statusem spoteczno-ekonomicznym?. Wedtug
miedzynarodowych i europejskich standardéw praw cztowieka wiek, niepetnosprawnosé, pte¢, tozsamosé
ptciowa, orientacja seksualna i status spoteczno-ekonomiczny podlegaja ochronie. Brak odpowiednich
przepiséw o przestepstwach z nienawisci motywowanych orientacja seksualng i tozsamoscia ptciowa
oznacza, ze motywacje te nie sg brane pod uwage przez organy $cigania i sady®°.

W rezultacie braku ochrony prawnej nie ma odpowiednich mechanizméw instytucjonalnych stuzacych
zwalczaniu przestepczosci o charakterze homofobicznym i transfobicznym. Wtadze nie gromadza tez
systematycznie danych na temat homofobicznych i transfobicznych przestepstw, wigc trudno szacowac,

38 PinkNews, Poland abolishes last remaining ,,LGBT-free” zone in the country, 29 kwietnia 2025,
https://www.thepinknews.com/2025/04/29/poland-abolishes-Igbt-free-zones.

39 LGBTQ Nation, Poland finally repealed the country’s last ,,LGBT-free zone”, 28 kwietnia 2025,
https://www.lgbtgnation.com/2025/04/poland-finally-repealed-the-countrys-last-lgbt-free-zone/

40 Human Rights Watch, ,,Poland: rule of law erosion harms women, LGBT people”.
41 Tamze.

42 Tamze.

43 |ILGA Europe, Poland: Anti-LGBTI hate timeline.

44 European Commission, EU founding values: Commission starts legal action against Hungary and Poland for violations
of fundamental rights of LGBTIQ people, 15 lipca 2021, https://ec.europa.eu/commission/presscorner/detail/en/
ip_21_3668; ILGA-Europe, ,,Poland: Anti-LGBTI hate timeline”; Human Rights Watch, ,Poland: rule of law erosion
harms women, LGBT people”.

45 Human Rights Watch, Poland: rule of law erosion harms women, LGBT people.

46 TVP World, Poland’s last ,,LGBT-free zone” officially abolished, 25 kwietnia 2025, https://tvpworld.com/86360798/
poland-abolishes-last-Igbt-free-zone-; LGBTQ Nation, Poland finally repealed the country’s last ,,LGBT-free zone”.

47 TVP World, Poland’s last ,,LGBT-free zone” officially abolished.
48 PinkNews, Poland abolishes last remaining ,,LGBT-free” zone in the country.
4 Amnesty International, Dotknigci przez nienawisé, zapomniani przez prawo.

50 Tamze.
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w jak duzym stopniu polska spoteczno$é¢ LGBTI jest zagrozona przestepstwami z nienawisci®l. Osobom
LGBTI, ktére doswiadczaja przemocy i innych przestepstw z nienawisci, utrudnia sie bezpieczne

zgtaszanie tego organom $cigania®2. Wskutek wszystkich wymienionych tu czynnikéw, mimo jednoznacznie
udokumentowanego nasilania sie atmosfery wrogos$ci wobec os6b LGBTI w Polsce i mimo miedzynarodowej
presji, by Polska wdrozyta odpowiednie $rodki zaradcze, nadal nie powstat spdjny system raportowania

i zwalczania przestepstw z nienawisci ani mowy nienawisci motywowanej orientacja seksualna i tozsamoscia
ptciowa®3. W rezultacie w latach 2020-2024 Polska co roku zajmowata ostatnie miejsce wérdéd krajéw Unii
Europejskiej w rankingu badajacym ochrone spotecznosci LGBTI®%4.

Osoby LGBTI w Polsce nadal doswiadczajg przemocy i dyskryminacji ze wzgledu na swoja orientacje
seksualna oraz tozsamosc¢ i ekspresje ptciowa, przy czym problem ten dotyka szczegélnie oséb
transptciowych i interptciowych®5. Wiele oséb LGBTI w Polsce zyje w stanie ciagtego zagrozenia. Z badania
ankietowego przeprowadzonego w 2023 roku przez Agencje Praw Podstawowych Unii Europejskiej wynika,
7e 74% os6b LGBTI w Polsce zawsze lub czesto unika trzymania si¢ za rece z osoba partnerska w miejscu
publicznym, a 61% uwaza, ze przemoc wobec spotecznosci przybrata na sile od 2019 roku®é.

W 2024 roku nowy polski rzad poczynit kroki, by kategoria przestepstw z nienawisci objeta rowniez
przestepstwa motywowane orientacja seksualna, ptcia, wiekiem i niepetnosprawnoscia®. Projekt nowelizacji
Kodeksu karnego zostat przyjety przez rzad i ztozony w sejmie w listopadzie 2024 roku. Pierwsze czytanie
odbyto sie 19 grudnia 2024 roku®8. Ministerstwo Sprawiedliwosci deklarowato, ze ,,celem projektu jest
dostosowanie przepiséw do konstytucyjnych i europejskich standardow’°.

Cho¢ nalezy uzna¢ to za krok we wtasciwa strong, nie obyto sie bez pewnych kontrowersji. W pierwotnym
projekcie proponowano, zeby ustanowi¢ ochrone prawna réwniez ze wzgledu na tozsamos$¢ ptciowa®®.
Ostatecznie jednak Ministerstwo Sprawiedliwosci uznato, ze ochrona przed przestepstwami z nienawisci
motywowanymi ptcig bedzie w zupetnosci wystarczajaca®!. Decyzja ta byta krytykowana przez polskie
organizacje LGBTI: Lambda nazwata ja niepokojaca, a Fundacja Trans-Fuzja ostrzegata, ze zmiana oznacza,
iz osoby transptciowe, czyli grupa do$wiadczajagca skrajnego wykluczenia i szczegdlnie narazona na przemoc,
nie zostanie objeta ochrona panstwa®. Organizacje obywatelskie wyrazaty tez obawy, ze istotng wada
nowelizacji jest brak definicji przestepstwa z nienawisci®3.

Jesli parlament przyjmie nowelizacje, prezydent moze ja podpisaé, zawetowaé lub odestaé do Trybunatu
Konstytucyjnego®.

3.4 ZMIANA SYTUACJI POLITYCZNEJ

Po wyborach przeprowadzonych w pazdzierniku 2023 roku utworzono nowy rzad, w sktad ktérego weszty
Koalicja Obywatelska, Trzecia Droga i Lewica. Premierem zostat Donald Tusk. Czg$¢ spotecznosci LGBTI

51 Tamze.
52 Amnesty International, , ByliSmy traktowani jak przestepcy”.
53 Amnesty International, , ByliSmy traktowani jak przestepcy”.

5 The Guardian, /n Poland, the home of ,,LGBT-free zones”, there is hope at last for the queer community; |LGA-Europe,
Rainbow Map 2024, 15 kwietnia 2024, https://www.ilga-europe.org/report/rainbow-map-2024.

5% FRA, LGBTIQ equality at a crossroads: progress and challenges: EU LGBTIQ survey 111, 2024, https://fra.europa.eu/
sites/default/files/fra_uploads/fra-2024-Igbtig-equality_en.pdf.

5% Tamze.

57 Notes from Poland, Polish government approves criminalisation of anti-LGBTI hate speech, 28 listopada 2024,
https://notesfrompoland.com/2024/11/28/polish-government-approves-criminalisation-of-anti-Igbht-hate-speech/;
Brussels Signal, Polish government approves criminalisation of anti-LGBT hate speech, 3 grudnia 2024, https:/
brusselssignal.eu/2024/12/polish-government-approves-criminalisation-of-anti-lgbt-hate-speech.

%8 KPH, Amendment to the criminal code on hate crimes and hate speech is about ensuring everyone’s safety — NGOs
claim, 19 grudnia 2024, https://kph.org.pl/en/amendment-to-the-criminal-code-on-hate-crimes-and-hate-speech-is-
about-ensuring-everyones-safety-ngos-claim.

% Notes from Poland, Polish government approves criminalisation of anti-LGBTI hate speech.

60 Tamze.

61 Tamze.

62 Tamze.

63 KPH, Amendment to the criminal code on hate crimes and hate speech is about ensuring everyone’s safety — NGOs claim.

64 Notes from Poland, Polish government approves criminalisation of anti-LGBTI hate speech.
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wyrazata ostrozne nadzieje na poprawe sytuacji®®. Pierwszy raz w historii Polski utworzono stanowisko
Ministra do spraw Réwnosci®®. Ponadto badania sondazowe pokazywaty jednoznacznie, ze polskie
spoteczenstwo jest coraz bardziej progresywne w kwestii praw oséb LGBTI. Wedtug sondazy pracowni Ipsos
z 2022 roku dwie trzecie ankietowanych popierato matzenistwa jednoptciowe lub zwiazki partnerskie,

a 60% deklarowato, ze strefy wolne od LGBT powinny zosta¢ zniesione®’.

Utworzenie nowego rzadu byto dla spotecznosci LGBTI swego rodzaju punktem zwrotnym. Padty obietnice
zmian majacych na celu lepsze zabezpieczenie praw oséb LGBTI i przystosowanie czesci przepiséw
obowiazujacych w Polsce do miedzynarodowych standardéw®®. W grudniu 2023 roku Ministerstwo
Sprawiedliwosci wykonato wazny gest, wystosowato bowiem publiczne przeprosiny do spotecznosci LGBTI
za to, jak traktowali ja wczesniej przedstawiciele panstwa i mediéw publicznych®®.

Istnieja jednak zasadnicze obawy dotyczace tego, jak szybko wprowadzone zostana istotne zmiany prawa’®.
Poza tym najbardziej progresywne zmiany moga sie okaza¢ niemozliwe, poniewaz w koalicji rzadzacej nie ma
jednomysinosci co do praw spotecznosci LGBTI7!.

Niemniej rzad poczynit kroki, zeby wypetni¢ czes¢ swoich obietnic. W pazdzierniku 2024 roku ogtosit
projekt ustawy o zwiazkach partnerskich’?. Projekt zaktadat, ze osobom w zwiazkach partnerskich beda
przystugiwaty prawo do dziedziczenia po zmartym partnerze, a takze dostep do informacji medycznych. Nie
uwzgledniono w nim natomiast prawa do adopcji ani przysposobienia dzieci. Uwaza sig, ze jest to ustepstwo
majace na celu pozyskanie poparcia konserwatywnego Polskiego Stronnictwa Ludowego, partii wchodzace;j
w sktad rzadu Donalda Tuska’3. W kwietniu 2025 roku rzad ponownie znalazt sie pod presja, by przyspieszy¢
prace legislacyjne, kiedy Europejski Trybunat Praw Cztowieka orzekt, ze Polska narusza Konwencje

o ochronie praw cztowieka i podstawowych wolnosci, gdyz nie uznaje zwigzkéw oséb tej samej ptci i nie
zapewnia im ochrony’*. EPTCz odnotowat, ze brak mozliwo$ci transkrypcji zagranicznego aktu matzenstwa
0s6b tej samej ptci do polskiego rejestru narusza prawa jednostki, i podkreslit, ze Polska jest zobowiazana
przyja¢ przepisy, ktére pozwola zmieni¢ ten stan rzeczy’s.

Dokonaty sie tez inne znaczace zmiany. W marcu 2025 roku Sad Najwyzszy wydat przetomowy wyrok
dotyczacy praw os6b transptciowych’6. Wczeéniej osoby transptciowe — zaréwno dzieci, jak i dorosli —
ubiegajace sie o korekte swoich danych w aktach stanu cywilnego musiaty podaé¢ swoich rodzicéw do sadu,
przyjmowano bowiem zasade, ze w kazdym postepowaniu cywilnym musza by¢ dwie przeciwne strony””.

85 The Guardian, /n Poland, the home of ,,LGBT-free zones”, there is hope at last for the queer community.

% Reuters, Rights court rules Poland should recognise same-sex partnerships, 12 grudnia 2023, https://www.reuters.
com/world/europe/rights-court-rules-poland-should-recognise-same-sex-partnerships-2023-12-12.

87 |LGA-Europe, Annual review of the human rights of lesbian, gay, bisexual, trans and intersex people in Poland
covering the period of January to December 2022; The Guardian, In Poland, the home of ,,LGBT-free zones”, there
is hope at last for the queer community; United Nations Independent Expert on protection against violence and
discrimination based on sexual orientation and gender identity, Country visit to Poland, 18-29 listopada 2024, End of
mission statement, https://www.ohchr.org/sites/default/files/documents/issues/sexualorientation/statements/2024-11-
29-preliminary-observations-ie-sogi-visit-poland.pdf.

%8 Euronews, Queer in Poland: when can the LGBTQ+ community expect equal rights?, 5 kwietnia 2024, https://www.
euronews.com/2024/04/05/queer-in-poland-when-can-the-Ightg-community-expect-equal-rights; United Nations
Independent Expert on protection against violence and discrimination based on sexual orientation and gender identity,
Country visit to Poland, 18-29 listopada 2024, End of mission statement.

69 United Nations Independent Expert on protection against violence and discrimination based on sexual orientation and
gender identity, Country visit to Poland, 18-29 listopada 2024), End of mission statement.

70 Euronews, Queer in Poland: when can the LGBTQ+ community expect equal rights?; Reuters, Poland publishes civil
partnership bill in boost for LGBT couples, 18 pazdziernika 2024, https://www.reuters.com/world/europe/poland-
publishes-civil-partnership-bill-boost-lgbt-couples-2024-10-18.

7L Euronews, Queer in Poland: when can the LGBTQ+ community expect equal rights?.
72 Reuters, Poland publishes civil partnership bill in boost for LGBT couples.
73 Reuters, Poland publishes civil partnership bill in boost for LGBT couples.

74 Brussels Signal, ECHR orders Poland to recognise same-sex partnerships, 28 kwietnia 2025, https://brusselssignal.
eu/2025/04/echr-orders-poland-to-recognise-same-sex-partnerships/.

75 Brussels Signal, ECHR orders Poland to recognise same-sex partnerships.

76 Human Rights Watch, Landmark Ruling on Trans Rights in Poland, 13 marca 2025, https://www.hrw.org/
news/2025/03/13/landmark-ruling-trans-rights-poland.

77 Tamze.
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Powodowato to niepotrzebne komplikacje, koszty i stres’®. Orzeczenie wyeliminowato konieczno$¢ pozywania
rodzicow’®.

Mimo tych postepéw prawa oséb LGBTI, a zwtaszcza oséb transptciowych, pozostaja w Polsce kwestia
sporna®. Co prawda PiS juz nie rzadzi, ale szkodliwa retoryka nadal negatywnie wptywa na proces prawnego
uzgadniania ptci i na prawa os6b LGBTI. Aktywisci_aktywistki i eksperci_ekspertki okresdlaja to mianem
,0dgornej polaryzacji”: wptywowi politycy i polityczki wzmacniajga uprzedzenia i podsycajg nienawi$¢ do oséb
LGBTI, zeby dzieli¢ polskie spoteczeristwos!.

Niezalezny Ekspert ONZ ds. ochrony przed przemoca i dyskryminacja ze wzgledu na orientacje seksualna
i tozsamos$¢ ptciowa orzekt po wizycie w Polsce w 2024 roku:

»Lata wrogiej retoryki i dyskryminacyjnych praktyk pozostawity trwaty $lad”#2.

3.9 STATUS PLATFORMY X NA POLSKIEJ SCENIE
POLITYCZNO-MEDIALNEJ

Na poczatku 2025 roku w Polsce byto 34,5 miliona uzytkownikéw_uzytkowniczek internetu, co odpowiada
prawie 90% populacji, i 29 miliondéw uzytkownikéw_ uzytkowniczek medidéw spotecznosciowych,
co odpowiada 75,6% populacji®.

Z danych publikowanych w materiatach reklamowych X wiadomo, ze na poczatku 2025 roku platforma
miata w Polsce 5,33 miliona uzytkownikéw_ uzytkowniczek, co odpowiada 13,9% populacji®*. Potencjalny
zasieg reklamowy platformy w Polsce spadt miedzy pazdziernikiem 2024 roku a styczniem 2025 roku

0 468 tysiecy uzytkownikéw_ uzytkowniczek (o 8,4%)%. Podobny trend spadkowy platforma notuje na catym
$wiecie®. Trzeba jednak podkresli¢, ze dane dotyczace zasiegu reklam nie informuja o liczbie aktywnych
uzytkownikéw_ uzytkowniczek. Ta ostatnia nie jest podawana do wiadomosci publicznej. Niewykluczone,

ze istnieje znaczaca réznica miedzy liczbg odbiorcéw_odbiorczyn reklam zamieszczanych na platformie X

a liczba aktywnych uzytkownikéw_uzytkowniczek®”.

X jest uwazany za istotne Zrédto informacji oraz platforme, na ktérej tocza sie dyskusje w waznych kwestiach
politycznych. Mateusz Kaczmarek, cztonek zarzadu Grupy Stonewall, polskiej organizacji LGBTI, powiedziat
Amnesty International:

» 10 najszybszy sposéb na zdobycie nowych informacji. Kiedy co$ sie dzieje, tatwiej dowiedzie¢ sie o tym
z Twittera niz z Google’a czy z catej reszty internetu”e.

78 Tamze.
72 Tamze.

80 Tamze.

8

Euronews, Queer in Poland: when can the LGBTQ+ community expect equal rights?; Human Rights Watch, Landmark
Ruling on Trans Rights in Poland.

82 United Nations Independent Expert on protection against violence and discrimination based on sexual orientation and
gender identity, Country visit to Poland (18-29 listopada 2024), End of mission statement, akapit 12.

8 DataReportal, Digital 2025: Poland, 3 marca 2025, https://datareportal.com/reports/digital-2025-poland.

8 Tamze.

85 Tamze.

8 DataReportal, X Users, Stats, Data & Trends for 2025, 12 marca 2025, https://datareportal.com/essential-x-stats.
8 DataReportal, Digital 2025: Poland.

8 Amnesty International, wywiad z Mateuszem Kaczmarkiem, 28 lipca 2024.
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4. UWARUNKOWANIA PRAWNE

4.1. BIZNES | STANDARDY PRAW CZLOWIEKA

Zgodnie z prawem miedzynarodowym panstwa majg obowiazek szanowa¢, chronié i wypetniaé prawa
cztowieka. Musza tez zapobiegac¢ ich naruszeniom ze strony podmiotéw prywatnych, miedzy innymi poprzez
ustanawianie odpowiednich regulacji dla firm i innych podmiotéw gospodarczych, a takze wdrazanie
skutecznych srodkéw naprawczych, gdy podmioty gospodarcze na terenie danego panstwa tamig prawa
cztowieka lub sie do tego przyczyniaja. Aby temu zapobiegaé, niezbedne jest podejmowanie odpowiednich
krokéw: prowadzenie dochodzen, wymierzanie kar i naprawianie krzywd. Wymaga to prowadzenia skutecznej
polityki w wielu obszarach, odpowiednich przepiséw, regulacji oraz sprawnie dziatajacego sadownictwa.
Wszystkie wymienione tu obowiazki wynikaja z traktatéw ratyfikowanych przez panstwa oraz z innych
migdzynarodowych standardéw. Panstwa nie wypetniaja swoich zobowiazan, jes$li same naruszaja prawa
cztowieka lub jesli nie czynig odpowiednich krokéw, zeby zapobiegaé tamaniu praw cztowieka przez
podmioty prywatne — nie prowadza dochodzen w tym zakresie, nie wymierzaja kar i nie naprawiaja krzywd.

Wytyczne dotyczace biznesu i praw cztowieka przyjete przez Organizacje Narodéw Zjednoczonych jasno
wskazuja, ze panstwo ma obowiazek chroni¢ obywateli_obywatelki przed naruszeniami praw cztowieka
zwiazanymi z dziatalno$cia gospodarcza®. Ponadto kazda firma jest zobowiazana respektowa¢ prawa
cztowieka bez wzgledu na swoja branze, wielko$¢ i to, w ktérej czesci $wiata prowadzi dziatalno$¢®.
Obowiazek ten jest niezalezny od powinnosci panstwa w zakresie praw cztowieka i nadrzedny wobec
obowiazku przestrzegania krajowych przepiséw i regulacji dotyczacych praw cztowieka®!.

Wytyczne OECD dla przedsiebiorstw wielonarodowych dotyczace odpowiedzialnego prowadzenia dziatalnosci
biznesowej (dalej: Wytyczne OECD) zawieraja zalecenia dla rzadéw i firm, sa ponadto wiazace dla panstw
cztonkowskich takich jak Polska®?. Wytyczne OECD dotyczace nalezytej starannosci w odpowiedzialnym
prowadzeniu dziatalnosci biznesowej (dalej: Wytyczne OECD dotyczace naleZytej starannosci) zostaty
stworzone, zeby zapewni¢ przedsigbiorstwom praktyczne wsparcie, pomocne we wdrazaniu Wytycznych
OECD. Wytyczne OECD dotyczace nalezytej starannosci uwzgledniaja miedzy innymi kwestig przyczyniania
sie przez przedsiebiorstwa do powstania negatywnych skutkéw, bezposrednio powigzanych z ich dziataniami.
O przyczynianiu sie przez dane przedsigbiorstwo do negatywnego skutku mozna méwi¢ wowczas, jesli
wniosto ono ,,istotny wktad, oznaczajacy dziatanie powodujace, utatwiajace lub zachecajace inny podmiot
do spowodowania negatywnego skutku”?3. Nie obejmuje to ,,drobnych ani nieznaczacych dziatai”?4.

Ponadto Wytyczne dotyczace biznesu i praw cztowieka dyktuja, ze przedsiebiorstwa powinny dochowywac
nalezytej starannosci, czyli prowadzié¢ proaktywny proces majacy na celu zidentyfikowanie faktycznych

i potencjalnych naruszen praw cztowieka, ktérych moga si¢ dopuszcza¢. Celem procesu nalezytej
starannosci jest unikanie i tagodzenie negatywnych skutkéw. Jesli przedsiebiorstwo ustali, ze narusza prawa

8 Wytyczne dotyczace biznesu i praw cztowieka: Wdrazanie dokumentu ramowego ONZ ,,Chroni¢, szanowac
i naprawiac”, zasada 1.

%0 Obowiazek ten zostat ustanowiony przez Rade Praw Cztowieka ONZ 16 czerwca 2011 roku, kiedy przyjeta Wytyczne
dotyczace biznesu i praw cztowieka i 25 maja 2011 roku, kiedy rzady 42 panstw wdrazajacych Deklaracje w sprawie
inwestycji miedzynarodowych oraz przedsiebiorstw wielonarodowych OECD jednogtos$nie przyjeto nowe wytyczne
OECD dla przedsigbiorstw wielonarodowych. Zob. Human Rights and Transnational Corporations and other Business
Enterprises, Human Rights Council, Resolution 17/4, 6 lipca 2011, UN Doc. A/HRC/RES/17/4; OECD, OECD
Guidelines for Multinational Enterprises, 2011, https://www.oecd.org/en/topics/responsible-business-conduct.html.

Sl Wytyczne dotyczace biznesu i praw cztowieka, zasada 11. i komentarz.

92 Wytyczne OECD dla przedsiebiorstw wielonarodowych dotyczace odpowiedzialnego prowadzenia dziatalnosci
biznesowej, 2023, https://www.oecd.org/content/dam/oecd/pl/publications/reports/2023/06/oecd-guidelines-for-
multinational-enterprises-on-responsible-business-conduct_aOb49990/9fe6d8dc-pl.pdf.

93 Wytyczne OECD dla przedsiebiorstw wielonarodowych dotyczace odpowiedzialnego prowadzenia dziatalnosci
biznesoweyj, s. 20.

% Tamze, s. 20.
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cztowieka lub ze jego dziatania moga do tego prowadzi¢, musi natychmiast zareagowaé, zeby negatywne
skutki przestaty wystepowaé lub zeby ograniczyé¢ ryzyko ich wystapienia®®.

Konieczne jest takze monitorowanie skutecznosci dziatan podejmowanych przez firme w celu rozwiazania
problemu ewentualnych naruszeri®®. ,,Monitorowanie to powinno: (a) opiera¢ sie na odpowiednich
wskaznikach ilosciowych i jakosciowych; (b) korzysta¢ z informacji zwrotnych ze zrédet wewnetrznych

i zewnetrznych, w tym od interesariuszy dotknietych tym oddziatywaniem”?’.

4.2 PRAWA 0SOB LGBTI W KONTEKSCIE BIZNESU

W 2017 roku biuro Wysokiego Komisarza Narodéw Zjednoczonych ds. Praw Cztowieka przedstawito
standardy postepowania dla przedsiebiorstw dotyczace przeciwdziatania dyskryminacji osob LGBTI®.
Przypomniano, ze firmy sa zobowiazane przestrzega¢ praw cztowieka, a ponadto sformutowano konkretne
zalecenia w zakresie tego, jak maja dba¢ o prawa oséb LGBTI%. Ws$réd standardéw znalazt sie tez
nastepujacy zapis: ,,Jesli udokumentowano powszechne naruszenia praw oséb LGBTI, w tym w krajach,
w ktérych obowigzuja dyskryminacyjne przepisy i stosuje sie dyskryminacyjne praktyki, przedsigbiorstwa
musza doktadac jeszcze wigkszej nalezytej starannosci, by zagwarantowac, ze beda dbaty o prawa os6b
LGBTI"10,

W 2024 roku w raporcie Grupy Roboczej ONZ ds. Biznesu i Praw Cztowieka powtérzono, ze panstwa

i firmy musza doktadac¢ staran, zeby zapobiega¢ negatywnym skutkom dziatalnosci biznesowej godzacym

w prawa 0s6b LGBTI. ,,Osoby ze spotecznos$ci LGBTI+ sa narazone na réznorodne ryzyka, a strukturalna

i intersekcjonalna dyskryminacja, ktérych doswiadczaja, jest czesto niedostatecznie dobrze rozumiana przez
panstwa i przedsiebiorstwa, co prowadzi do nieadekwatnych reakcji”1°!.

Grupa robocza przypomniata, ze osoby LGBTI sg narazone na rézne formy dyskryminacji i atakéw, w tym
na stygmatyzacje w mediach spotecznos$ciowych!®?, W raporcie napisano, ze platformy cyfrowe czesto nie
wypetniaja swoich obowiazkéw wobec spotecznosci LGBTI i przestrzegania praw cztowieka:

»Platformy cyfrowe sg wykorzystywane do rozpowszechniania szkodliwych tresci i nawotywania do przemocy.
Co gorsza, platformy te stosuja zautomatyzowane systemy moderowania tresci, ktére nie biora pod

uwage ani probleméw zwiazanych z prawami cztowieka, ani réznorodnosci jezykowej. Algorytmy platform
spotecznosciowych nie potrafig identyfikowa¢ mowy nienawisci w ramach réznych dialektéw, przez co
wykorzystywane przez firmy mechanizmy rozpatrywania skarg staja sie nieskuteczne. Aby zagwarantowa¢,
ze mechanizmy rozpatrywania skarg pozwola skutecznie rozwigzaé problemy, z ktérymi regularnie zmagaja
sie uzytkownicy_uzytkowniczki, niezbedne beda odpowiednie konsultacje z osobami LGBTI+"1%3,

Raport Grupy Roboczej zawiera zalecenia dla przedsiebiorstw w zakresie wypetniania obowigzku
przestrzegania praw os6b LGBTI, miedzy innymi zalecenia dotyczace procesu nalezytej starannosci
uwzgledniajacego kwestie pici i tozsamosci ptciowej oraz dialogu ze spotecznos$cig LGBTI%4,

% Wytyczne dotyczace biznesu i praw cztowieka”, komentarz do zasady 19.
% Wytyczne dotyczace biznesu i praw cztowieka”, zasada 20.
97 ,Wytyczne dotyczace biznesu i praw cztowieka”, komentarz do zasady 21.

% OHCHR, Tackling Discrimination against Lesbian, Gay, Bi, Trans & Intersex People: Standards of Conduct for
Business, 2017, https://www.unfe.org/sites/default/files/documents/UN-Standards-of-Conduct_0.pdf.

99 Tamze.

100 Tamze.

10

OHCHR, UN Working Group calls for urgent efforts to address violations and abuses of the rights of LGBTI+ persons in
business contexts, 1 listopada 2024, https://www.ohchr.org/en/press-releases/2024/11/un-working-group-calls-urgent-
efforts-address-violations-and-abuses-rights.

102 Tamze.

10.

@

Working Group on the Issue of Human Rights and Transnational Business Enterprises, Protecting and respecting

the rights of lesbian, gay, bisexual, transgender and intersex persons in the context of business activities: fulfilling
obligations and responsibilities under the UN Guiding Principles on Business and Human Rights, 18 lipca 2024, UN
Doc. A/79/178, s. 22.

104 QHCHR, UN Working Group calls for urgent efforts to address violations and abuses of the rights of LGBTI+ persons in
business contexts.
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4.3 NALEZYTA STARANNOSC W ZAKRESIE PRZESTRZEGANIA PRAW
CZLOWIEKA A FIRMY Z BRANZY TECHNOLOGICZNEJ

Wytyczne dotyczace biznesu i praw cztowieka prezentuja istotne standardy, ktérych powinny przestrzegac
przedsigbiorstwa, miedzy innymi standard proceséw nalezytej starannosci w postugiwaniu sie technologiami
opartymi na algorytmach, czyli na przyktad narzedzi cyfrowych stuzacych do moderowania tresci.

W 2020 roku Wysoki Komisarz Narodéw Zjednoczonych ds. Praw Cztowieka przypomniat, ze wytyczne

maja zastosowanie réwniez w przypadku przedsiebiorstw z branzy technologicznej:

»W wytycznych zaprezentowano zasady, ktérymi powinny sie kierowaé wszystkie firmy — bez wzgledu na
branze, wielkos$¢, strukture czy kontekst dziatalnosci — w celu identyfikowania ryzyka i podejmowania
dziatan, ktére pozwola temu ryzyku zapobiec lub je ograniczy¢. Oczekuje sig, ze firmy z branzy
technologicznej beda doktadaty staran, zeby przewidywac i nie dopuszcza¢ do negatywnych efektow
mogacych stanowic¢ konsekwencje korzystania z ich produktéw i ustug”1s.

Wysoki Komisarz Narodéw Zjednoczonych ds. Praw Cztowieka podkresla, ze procesy nalezytej starannosci

w branzy technologicznej musza obejmowac radzenie sobie z sytuacjami, w ktérych ,praktyki i decyzje
wynikajace z modelu biznesowego powoduja lub zwiekszaja ryzyko naruszen praw cztowieka”. W takich
sytuacjach konieczna jest analiza obejmujaca konkretne ryzyko naruszenia praw cztowieka zwigzane z danymi
produktami i ustugami, uzytkownikami_uzytkowniczkami koricowymi i kontekstem uzytkowania'®®. Ponadto
Specjalny Sprawozdawca ONZ do spraw Wolnosci Stowa przygotowat ,,standardy dla systeméw sztucznej
inteligencji”, w ktérych jednoznacznie obliguje sie przedsiebiorstwa do tego, by ich ,,standardy dziatania,
projekty systemoéw oraz reguty opieraty sie na uniwersalnych zasadach dotyczacych praw cztowieka”!?’.

W 2021 roku Wysoki Komisarz Narodéw Zjednoczonych ds. Praw Cztowieka przedstawit rekomendacje
dla przedsiebiorstw w zakresie oceny ryzyka towarzyszacego postugiwaniu sie sztuczna inteligencja (Al),
obejmujace miedzy innymilos:

O systematyczne przeprowadzanie procesu nalezytej starannosci w zakresie praw cztowieka
na kazdym etapie cyklu systemu Al, ktéry projektuja, rozwijaja, stosuja, sprzedaja, pozyskuja
lub wykorzystuja. Kluczowym elementem tego procesu powinny by¢ regularne, cato$ciowe analizy
dotyczace tego, jak system wptywa na prawa cztowieka;

O zasadnicze zwigkszenie przejrzystosci w zakresie tego, jak przedsiebiorstwa korzystaja z Al,
miedzy innymi dzieki informowaniu o tym spoteczenstwa i dotknietych jednostek, a takze dzieki
umozliwieniu niezaleznych, zewnetrznych audytéw systeméw Al. Im wieksze ryzyko,
ze zastosowanie Al doprowadzi do naruszen praw cztowieka, tym wigcej potrzeba przejrzystosci;

O zadbanie o partycypacje wszystkich interesariuszy — zwtaszcza dotknigtych jednostek i grup —
w procesie rozwoju Al;

O dazenie do wiekszej wyjasnialnosci sztucznej inteligencji, miedzy innymi dzigki przeznaczaniu
odpowiednich $rodkéw finansowych i prowadzeniu badar na ten temat.

Miedzynarodowe prawa cztowieka podsuwajg tez branzy technologicznej istotne wskazéwki w zakresie
podejécia do moderowania tresci. Jesli sa wdrazane w spos6b przejrzysty i konsekwentny, z istotnym
wktadem ze strony uzytkownikéw_uzytkowniczek i spoteczenstwa obywatelskiego, pozwalaja stworzy¢
system, dzigki ktéremu zaréwno panstwa, jak i przedsigbiorstwa beda mogty by¢ rozliczane przez
uzytkownikéw_uzytkowniczki na catym Swiecie!'®®. Standardy praw cztowieka pozwola tez firmom tworzy¢
inkluzywne $rodowisko uwzgledniajace rézne potrzeby i interesy uzytkownikéw_uzytkowniczek, a zarazem
zadbac o przewidywalne, spdjne podstawowe standardy korzystania z danego produktu lub danej ustugi®?®.

105 QHCHR, The UN Guiding Principles in the Age of Technology: A B-Tech Foundational Paper, wrzesieri 2020,
https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/introduction-ungp-age-technology.pdf.

106 OHCHR, Addressing Business Model Related Human Rights Risks: A B-Tech Foundational Paper, lipiec 2020,
https://www.ohchr.org/sites/default/files/Documents/Issues/Business/B-Tech/B_Tech_Foundational_Paper.pdf.

107 Special Rapporteur on the promotion and protection of the right to freedom of expression, Report: Artificial
Intelligence Technologies and Implications for Freedom of Expression and the Information Environment, 29 sierpnia
2018, UN Doc. A/73/348, akapit 12.

108 OHCHR, The right to privacy in the digital age, 15 wrze$nia 2021, UN Doc. A/HRC/48/31.

109 Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, Report:
A Human Rights Approach to Platform Content Regulation, 6 kwietnia 2018, UN Doc. A/HRC/38/25.

110 Tamze.
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W 2018 roku Specjalny Sprawozdawca ONZ do spraw Wolnosci Stowa przedstawit propozycje dziatan
umozliwiajacych moderowanie tresci oparte na standardach praw cztowieka!!*. Wsréd sugerowanych

rozwigzan znalazto si¢: odejscie od zasad uzytkowania, w ktérych dominuje dyskrecjonalny nacisk na blizej
nieokreslone potrzeby , spotecznosci” i zobowiazanie si¢ do prowadzenia platform w sposéb, ktéry zapewnia
uzytkownikom_uzytkowniczkom mozliwo$¢ ksztattowania wtasnych opinii, swobodnego wyrazania siebie

i uzyskiwania dostepu do wszelkiego rodzaju informacji''2. Na tym wtasnie powinno bazowa¢ podejécie do
moderowania tresci. Nalezy zagwarantowa¢, ze wszystkie dziatania dotyczace tresci i ich moderowania beda
sie opieraty na tych samych standardach legalnosci, koniecznosci i legitymizacji, ktérych musza przestrzegac
panstwa, kiedy ksztattuja regulacje dotyczace wolnosci stowa i wyrazania siebie!*3. Aby jeszcze silniej powiazaé
praktyki w zakresie moderowania tresci z prawami cztowieka, przedsiebiorstwa powinny poczyni¢ kroki, zeby
wyjasni¢ i skonkretyzowaé zasady uzytkowania swoich ustug. Uzytkownicy_uzytkowniczki powinni by¢ w stanie
przewidzie¢ z duza doza pewnosci, jakiego rodzaju tresci, ktére opublikuja, beda oznaczaty naruszenie zasad!!4.
Firmy moga réwniez ujawnia¢ dane i prezentowa¢ przyktady, dzieki czemu bedzie wiadomo, jakie czynniki
biora pod uwage, gdy oceniaja, czy doszto do naruszenia zasad. W kontek$cie mowy nienawisci przedstawienie
konkretnych przyktadéw i sposobdéw reagowania pomoze uzytkownikom_uzytkowniczkom lepiej zrozumieg,

w jaki spos6b firma podchodzi do trudnego zadania polegajacego na ustaleniu, gdzie przebiega granica migdzy
nieszkodliwymi tresciami a nawotywaniem do przemocy lub nienawisci oraz w jaki sposéb ocenia sie intencje
autora treéci lub prawdopodobienstwo, ze w wyniku publikacji danych tre$ci moze doj$¢ do przemocy!!®.

Global Network Initiative (GNI), w skfad ktérej wchodza najwazniejsi interesariusze z akademii, organizacji
obywatelskich i inwestorzy, réwniez przygotowata wytyczne dotyczace moderacji tresci oparte na
standardach praw cztowieka, skupiajac sie zwtaszcza na dziataniach panstwa dotyczacych szkodliwych tresci
online!!®, W wytycznych podkreslono, ze wszystkie procesy legislacyjne, ktére dotykaja tych kwestii, musza
przebiega¢ w spos6b jawny, otwarty i niekonfrontacyjny. Ponadto przygotowujac przepisy, nalezy korzysta¢
z roznorodnych zasobdw wiedzy eksperckiej, aby efekt koficowy byt dobrze przemyslany i oparty

na dowodach!?’. Jest szczegdlnie wazne, by wtadze panstwowe po$wiecity odpowiednio duzo czasu

na przemyslenie i zrozumienie koniecznos$ci podejmowania dziatan wynikajacych z miedzynarodowych
zobowiazan w zakresie praw cztowieka!'8. Chociaz platformy i dostawcy ustug réwniez ponosza
odpowiedzialno$é i odgrywaja istotna role w przeciwdziataniu naruszeniom praw cztowieka, do ktérych
dochodzi online, panstwo nie moze zrzucaé na nie catej odpowiedzialnosci prawnej za generowanie przez
uzytkownikéw_uzytkowniczki nielegalnych tresci!?®.

W wytycznych GNI ktadzie si¢ nacisk na transparencje, $rodki naprawcze i rozliczalno$¢, ktére musza
stanowié nieodzowny element legislacji dotyczacej moderowania tresci. Konieczne jest tez przygotowanie
przepisow w taki spos6b, zeby umozliwiaty skuteczng regulacje produktéow i ustug, w przypadku

ktérych ryzyko naruszen praw cztowieka jest najwigksze. Niezbedne jest tu miedzy innymi wskazanie
wyjatkéw i odpowiednich zabezpieczen!?°. W wytycznych podkreslono, ze tresci zidentyfikowane przez
zautomatyzowane narzedzia jako naruszajace zasady musza by¢ nastepnie dodatkowo zweryfikowane
przez moderatoréw. Ponadto trzeba zadba¢ o zagwarantowanie uzytkownikom_uzytkowniczkom prawa

do skutecznych procedur odwotawczych w razie usuniecia tresci lub ograniczenia ich widocznoscit?!.
Podejmujac decyzje w zakresie moderowania tresci, nalezy szuka¢ réwnowagi miedzy prawem do wolnosci
stowa i wyrazania siebie a innymi prawami, na przyktad prawem do ochrony przed dyskryminacja. Dlatego
w wytycznych GNI zaznaczono, ze przygotowanie szczegélnych $rodkéw ochrony, obejmujacych grupy
najbardziej narazone na przemoc lub dyskryminacje, pomoze zagwarantowaé, ze przepisy spetnia swoj cel'??,

11 Tamze.
112 Tamze.

113 Tamze, akapit 44; GNI, Content Regulation and Human Rights, pazdziernik 2020, https://globalnetworkinitiative.org/
wp-content/uploads/GNI-Content-Regulation-HR-Policy-Brief.pdf.

114 Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, Report:
A Human Rights Approach to Platform Content Regulation.

115 Tamze.
116 GNI, Content Regulation and Human Rights.
17 Tamze.
118 Tamze.
119 Tamze.
120 Tamze.
21 Tamze.

122 Tamze.
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4.4 QDPUW,IEDZIALNOSC PRZEDSIEBIORSTW W ZAKRESIE
SRODKOW NAPRAWCZYCH

Srodki naprawcze to niezwykle wazny filar systemu zwalczania naruszen praw cztowieka przez

biznes. W Wytycznych dotyczacych biznesu i praw cztowieka przyjetych przez ONZ wskazano: ,Jezeli
przedsigbiorstwo stwierdzi, ze spowodowato negatywny wptyw (na prawa cztowieka) lub przyczynito sige

do takiego wptywu, powinno naprawi¢ wyrzadzona szkode poprzez przeprowadzenie cieszacego

sie zaufaniem zainteresowanych, rzetelnego procesu naprawczego lub poprzez wspétprace w jego
przeprowadzeniu”123, Potencjalny negatywny wptyw — lub ryzyko takiego wptywu — wymaga dziatan, ktére
zapobiegna szkodom lub ogranicza ryzyko tak bardzo, jak to mozliwe. Przedsiebiorstwa nie sa w stanie
wypetniac¢ swoich obowigzkéw w zakresie praw cztowieka, jesli w razie naruszenia tych praw nie podejmuja
odpowiednich dziatari naprawczych!?,

4.5 Z0BOWIAZANIA WYNIKAJACE Z AKTU 0 USLUGACH
CYFROWYCH (DSA)

Unia Europejska czynita starania, zeby uregulowa¢ dziatalno$¢ platform cyfrowych oraz stosowanie
technologii opartych na algorytmach. W 2022 roku przyjeta Akt o ustugach cyfrowych (DSA), rozporzadzenie
o charakterze wiazacym?!?5. Za egzekwowanie jego zapiséw odpowiadajg wtadze panstw cztonkowskich.

Kazde panstwo cztonkowskie ma obowiazek powotaé specjalnego koordynatora lub koordynatoréw ds. ustug
cyfrowych'?6, Poniewaz zapisy DSA sa wiazace, ich naruszanie pociagga za soba ryzyko natozenia grzywny

w wysokosci do 6% rocznego $Swiatowego obrotu danego dostawcy ustug. Koordynatorzy ds. ustug cyfrowych
sa ponadto uprawnieni do przeprowadzania kontroli u dostawcéw ustug. Maja prawo zada¢ od nich wyjasnien
dotyczacych algorytméw, przetwarzania danych i praktyk biznesowych!?7.

DSA zobowigzuje platformy spotecznosciowe do przejrzystosci w zakresie moderowania tresci. Dostawcy
ustug powinni podawac i aktualizowa¢ informacje na temat wszelkich polityk, procedur, srodkéw i narzedzi
wykorzystywanych do celéw moderowania trescit?®. Zobowiazano ich tez do stosowania skutecznych $rodkéw
chroniacych uzytkownikéw_uzytkowniczki, takich jak umozliwienie odwotania sie od decyzji o usunieciu lub
zmniejszeniu widocznos$ci okreslonych tresci. W kazdym takim przypadku platforma ma obowiazek wyjasnié¢
uzytkownikowi_uzytkowniczce, dlaczego publikowane przez niego_nig tresci zostaty usuniete lub ograniczono
ich widoczno$¢!?.

Artykut 34(1) DSA ustanawia obowiazki cigzace na bardzo duzych platformach internetowych (VLOP)
zZwigzane z oceng i ograniczaniem ryzyka systemowego wynikajace z projektu lub funkcjonowania ich ustugi
i powigzanych z nig systeméw, w tym systeméw algorytmicznych, lub z korzystania z ich ustug!s°.

Artykut 34(1)(b) precyzuje, ze ocena ryzyka musi uwzglednia¢ specyfike ustug VLOP i by¢ proporcjonalna
do ryzyka systemowego, biorac pod uwage jego wage i prawdopodobienstwo, a takze obejmowacé:

»ryzyko wystapienia faktycznych lub przewidywalnych negatywnych skutkéw dla wykonywania praw
podstawowych, w szczegélnosci prawa podstawowego do godnosci ludzkiej zapisanego w art. 1 Karty,

do poszanowania zycia prywatnego i rodzinnego zapisanego w art. 7 Karty, do ochrony danych osobowych
zapisanego w art. 8 Karty, do wolnosci wypowiedzi i informacji, w tym wolnosci i pluralizmu medidw,

123 Wytyczne dotyczace biznesu i praw cztowieka: wdraZanie dokumentu ramowego ONZ ,,Chronié, szanowac i naprawiac”,
zasada 22.

124 OHCHR, Frequently asked questions about the UN Guiding Principles on Business and Human Rights, 2014, https://
www.ohchr.org/en/publications/special-issue-publications/frequently-asked-questions-about-guiding-principles, s. 36.

125 Amnesty International, What the EU’s Digital Services Act Means for Human Rights (Index: POL 30/5830/2022), 7
lipca 2022, https://www.amnesty.org/en/documents/pol30/5830/2022/en.

126 Tamze.
127 Tamze.

128 European Commission, ,,Questions and answers on the Digital Services Act”, 23 lutego 2024, https://ec.europa.eu/
commission/presscorner/detail/en/qanda_20_2348.

129 Tamze.

130 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2022/2065 z dnia 19 pazdziernika 2022 r. w sprawie
jednolitego rynku ustug cyfrowych oraz zmiany dyrektywy 2000/31/WE (akt o ustugach cyfrowych), Artykut 43(1),
https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:32022R2065.

SMIERC PRZEZ TYSIAC CIEC 27


https://www.ohchr.org/en/publications/special-issue-publications/frequently-asked-questions-about-guiding-principles
https://www.ohchr.org/en/publications/special-issue-publications/frequently-asked-questions-about-guiding-principles
https://www.amnesty.org/en/documents/pol30/5830/2022/en
https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_2348
https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_2348
https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:32022R2065

zapisanego w art. 11 Karty, do niedyskryminacji zapisanego w art. 21 Karty, do przestrzegania praw dziecka
zapisanego w art. 24 Karty i do wysokiej jakosci ochrony konsumentéw zapisanego w art. 38 Karty”.

Podobnie jak w miedzynarodowych standardach przedstawionych powyzej DSA wymaga, by w procesy
nalezytej starannosci prowadzone przez dostawcéw platform spotecznosciowych wiaczyé odpowiednich
interesariuszy, gdyz pozwoli to skuteczniej identyfikowac i ogranicza¢ ryzyko systemowe. Wymaga sie tez,
aby dostawcy VLOP sprawdzali swoje zatozenia z grupami, ktérych w najwiekszym stopniu dotycza ryzyko
i podejmowane $rodki®3l.

Dostawcy VLOP maja obowiazek wprowadza¢ rozsadne, proporcjonalne i skuteczne srodki zmniejszajace
ryzyko, dopasowane do konkretnego ryzyka systemowego ze szczegélnym uwzglednieniem wptywu takich
$rodkéw na prawa podstawowe!32, Srodki moga obejmowaé: dostosowanie projektu, cech lub funkcjonowania
ich ustug, w tym dostosowanie interfejséw internetowych oraz proceséw moderowania tresci, a takze
testowanie i dostosowywanie systeméw algorytmicznych, w tym systeméw rekomendacji's3.

Dostawcy VLOP co najmniej raz w roku poddaja sie niezaleznym audytom?!34. Obowiazki ustanowione przez
DSA dotycza wybranych VLOP (w tym X) od sierpnia 2023 roku. Wszystkie platformy cyfrowe zostaty nimi
objete w lutym 2024 roku!,

4.6 PRAWA DO ZYCIA WOLNEGO 0D PRZEMOCY ZE WZGLEDU
NA PLEC

Prawo miedzynarodowe i standardy praw cztowieka zobowiazuja panstwa do chronienia prawa obywateli_
obywatelek do zycia wolnego od przemocy ze wzgledu na pte¢ (GBV). GBV obejmuje wiele rodzajéw
przemocy, miedzy innymi fizyczna, seksualng i psychologiczng, pogrozki, zngcanie sie i przymus
wynikajace z nieréwnosci ptci, asymetrii wtadzy oraz szkodliwych stereotypéw ptciowych i szkodliwych

norm spotecznych. GBV to zjawisko, ktére nieproporcjonalnie czesciej dotyczy kobiet i dziewczynek. Dotyka
réwniez inne osoby w zaleznosci od ich prawdziwej lub postrzeganej ptci, orientacji seksualnej, tozsamosci
i ekspresji ptciowej. GBV stanowi forme dyskryminacji. W niektérych przypadkach sprowadza sig do tortur
lub innych form maltretowania. Definicja GBV obejmuje réwniez przemoc ,, dokonujaca si¢ online i w innych
$rodowiskach cyfrowych” 136,

Instytucje i mechanizmy ochrony praw cztowieka ONZ w coraz wiekszym stopniu skupiaja sie na
dyskryminacji ze wzgledu na orientacje seksualna, tozsamos$¢ ptciowa, ekspresje ptciowa i cechy ptciowe
(SOGIESC), ktéra odgrywa zasadnicza role w upowszechnianiu GBV, w tym przemocy ze wzgledu na pte¢
wspomaganej technologicznie (TFGBV). Amnesty International definiuje TFGBV jako dowolny akt GBV

lub grozbe takiego aktu, ktérych dopuszcza sie jedna lub wiecej oséb, popetnianych, wspomaganych,
wzmacnianych lub nasilanych w catosci lub cze$ciowo przez technologie informacyjne lub komunikacyjne
badZ media cyfrowe. TFGBV nieproporcjonalnie czesciej dotyka kobiety i dziewczynki, ale spotyka tez inne
osoby ze wzgledu na ich prawdziwg lub postrzegana pte¢ lub SOGIESC, co prowadzi do krzywd o charakterze
fizycznym, psychologicznym, ekonomicznym, spotecznym i seksualnym.

W Rekomendacji Ogélnej nr 35 dotyczacej GBV wobec kobiet Komitet ds. Likwidacji Dyskryminacji Kobiet
(CEDAW) powtérzyt swoje wczesniejsze stanowisko, zgodnie z ktérym wszelkie formy dyskryminacji kobiet
maja charakter intersekcjonalny i sg ,,nierozerwalnie zwiazane z innymi czynnikami”, obejmujacymi

bycie lesbijka, kobieta biseksualna lub transptciowa badz osoba interptciowa!®’. W raporcie poswieconym
dyskryminacji ze wzgledu na SOGIESC przedstawionym Radzie Praw Cztowieka ONZ édwczesny Wysoki
Komisarz Narodéw Zjednoczonych ds. Praw Cztowieka zaliczyt do GBV homofobiczne i transfobiczne

131 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2022/2065 z dnia 19 pazdziernika 2022 r. w sprawie
jednolitego rynku ustug cyfrowych oraz zmiany dyrektywy 2000/31/WE (akt o ustugach cyfrowych), Motyw 90.

132 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2022/2065 z dnia 19 pazdziernika 2022 r. w sprawie
jednolitego rynku ustug cyfrowych oraz zmiany dyrektywy 2000/31/WE (akt o ustugach cyfrowych), Artykut 35.

133 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2022/2065 z dnia 19 pazdziernika 2022 r. w sprawie
jednolitego rynku ustug cyfrowych oraz zmiany dyrektywy 2000/31/WE (akt o ustugach cyfrowych), Artykut 35.

134 Amnesty International, What the EU’s Digital Services Act Means for Human Rights.

135 European Commission, The Digital Services Act, https://commission.europa.eu/strategy-and-policy/
priorities-2019-2024/europe-fit-digital-age/digital-services-act_en (dostep: 2 lipca 2025).

136 CEDAW Committee, General Recommendation No. 35: Gender-Based Violence Against Women, Updating General
Recommendation No. 19 (1992), 26 lipca 2017, UN Doc. CEDAW/C/GC/35, akapit 20.

137 CEDAW Committee, General Recommendation No. 35, akapit 12.
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ataki'38, Ponadto Zasady Yogyakarty dotyczace stosowania prawa miedzynarodowego w celu
przeciwdziatania dyskryminacji ze wzgledu na SOGIESC chronig prawa os6b LGBTI jako uzytkownikéw_
uzytkowniczkitechnologii informacyjnych i komunikacyjnych. Zasada 36. gtosi, ze osoby LGBTI majg prawo
do takiej samej ochrony online i offline i ze maja prawo do korzystania z technologii komunikacyjnych bez
zagrozenia przemoca i dyskryminacja ze wzgledu na SOGIESC!®,

Miedzynarodowe prawa cztowieka naktadaja na panstwa obowigzek zagwarantowania, ze zaréwno
panstwowe, jak i niepanstwowe podmioty beda szanowaé prawo oséb LGBTI do zycia wolnego od GBY,

w tym TFGBV!4°. Panstwa musza podejmowaé wszelkie niezbedne kroki, zeby chroni¢ osoby narazone na
GBV, w tym TFGBV!!, prowadzi¢ $ledztwa w sprawie naruszen, stawia¢ sprawcéw przed sadem, zapewnia¢
ofiarom dostep do wymiaru sprawiedliwosci oraz szybkie i stosowne reparacje!#?. Paristwa maja tez
zapobiega¢ TFGBV poprzez upowszechnianie $wiadomosci i zapewnianie wsparcia wszystkim osobom, ktére
doswiadczyty GBV!43. Nadrzednie wazna kwestig jest tu stosowanie podejécia intersekcjonalnego i branie
pod uwage rozmaitych sposobéw, w jakie rasa, etnicznos¢ i status spoteczno-ekonomiczny wptywaja na
doswiadczenia TFGBV w réznych kontekstach!44.

Prawo do zycia wolnego od GBV jest nierozerwalnie powiazane z innymi prawami cztowieka, miedzy innymi
z prawem do prywatnosci, prawem do wolnosci stowa i wyrazania siebie, prawem do pokojowych zgromadzen
i prawem do stowarzyszania sig!4°.

Kiedy ludzie doswiadczajg TFGBYV, nie moga bezpiecznie uczestniczy¢ w dyskusjach toczonych online ani
korzystac¢ z technologii cyfrowych takich jak platformy spotecznosciowe!#¢. Sa tez narazeni na powazne
krzywdy psychologiczne, co moze wptywaé na ich zdrowie psychiczne, na przyktad prowadzi¢ do depresji,
stanéw lekowych lub mysli o samookaleczaniu sie. TFGBV czesto przyczynia sie do wycofywania sie
przez jednostki z internetu, co przektada sie na niemozno$¢ petnego korzystania z praw cztowieka, w tym
prawa do edukacji, do stowarzyszania sie i pokojowych zgromadzen, do udziatu w zyciu spotecznym,
kulturalnym i politycznym, zdrowia, adekwatnych standardéw zyciowych, pracy oraz rozwoju spotecznego
i gospodarczego'.

Amnesty International postuguje sie terminem TFGBV w odniesieniu do przemocy wobec os6b LGBTI,
poniewaz mowa tu o przemocy ze wzgledu na pte¢ rozumiang jako zestaw konstruowanych spotecznie

norm, rél i zachowan powiazanych z ptcia przypisana jednostce po urodzeniu i stuzacych utrzymywaniu
cisheteropatriarchatu'#®. Cho¢ GBV nieproporcjonalnie czesciej dotyka kobiet i dziewczynek, ma réwniez
wptyw na innych, o ile jej zasadnicza przyczyna jest dazenie do utrzymania rél, norm, systeméw spotecznych
i systemoéw wtadzy powigzanych z ptcia.

4.7 ZAKAZ NAWOLYWANIA DO NIENAWISCI W MIEDZYNARODOWYCH
PRAWACH CZLOWIEKA

Prawo miedzynarodowe i standardy praw cztowieka zakazuja nawotywania do nienawisci, cho¢ wypowiedzi
o takim charakterze musza by¢ rozpatrywane zaréwno w $wietle prawa do réwnosci i wolnosci od

138 QHCHR, Report: Discriminatory Laws and Practices and Acts of Violence Against Individuals Based on Their Sexual
Orientation and Gender Identity, 17 listopada 2011, UN Doc. A/HRC/19/41, akapit 20.

139 The Yogyakarta Principles +10, zasada 36.

140 UN Special Rapporteur on violence against women, Report: Online violence against women and girls from a human
rights perspective, 18 czerwca 2018, UN Doc. A/HRC/38/47 ,akapit 22.

141 UN Special Rapporteur on violence against women, Report: Online violence against women and girls from a human
rights perspective, akapit 67.

142 CEDAW Committee, General Recommendation 35, akapit 29.
143 CEDAW Committee, General Recommendation 35, akapit 31 (I11).
144 CEDAW Committee, General Recommendation 35, akapit 12.
145 CEDAW Committee, General Recommendation 35, akapit 15.

146 Amnesty International, Human Rights Implications of Technology-Facilitated Gender-Based Violence: Submission to
the Human Rights Council Advisory Committee (Index: IOR 40/9284/2025), 24 kwietnia 2025, https://www.amnesty.
org/en/documents/ior40/9284/2025/en.

147 Tamze.

148 Cisheteropatriarchat to system spoteczny, w ktérym cisptciowi, heteroseksualni mezczyZni zajmuja dominujace pozycje
gwarantujace im wtadze i przywileje oraz mozliwo$¢ wptywania na instytucje i normy spoteczne w sposéb, ktéry
zapewnia im korzysci, czesto kosztem kobiet, oséb LGBTI i innych grup marginalizowanych.
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dyskryminacji, jak i w $wietle prawa do wolnosci stowa. Prawo do wolnosci stowa chroni wiele form
wypowiedzi, nawet wypowiedzi, ktére moga zosta¢ uznane za skrajnie obrazliwe, szokujace lub wywotujace
niepok6j*?. Nie ma ono jednak charakteru absolutnego i moze by¢ ograniczane w pewnych okolicznosciach,
na przyktad wéwczas, gdy konieczne jest chronienie praw innych oséb.

Prawo do réwnosci i wolnosci od dyskryminacji to ,,ogélna podstawa ochrony praw cztowieka”!%°.

W przypadku os6b, ktérych prawo do wolnosci od dyskryminacji jest naruszane, trzeba wdrozy¢ skuteczne
$rodki naprawcze. Potwierdza to Deklaracja z Toronto dotyczaca sztucznej inteligencji i uczenia
maszynowego przygotowana przez organizacje spoteczne i oparta na miedzynarodowych standardach praw
cztowieka!s!:

»Firmy i podmioty prywatne projektujace i wdrazajace systemy uczenia maszynowego musza podejmowaé
dziatania gwarantujace, Ze jednostki i grupy beda mogty liczy¢é na skuteczne srodki naprawcze. Przyktadowo
moze to obejmowac wdrazanie przejrzystych, niezaleznych, otwartych proceséw pozwalajacych naprawic¢
szkody wyrzadzone jednostkom lub spoteczenistwu, a takze tworzenie w organizacjach odpowiednich
stanowisk w celu szybkiego reagowania na tego rodzaju zdarzenia oraz zagwarantowania, ze jednostki i grupy
beda miaty dostep do skutecznych procedur odwotawczych, w tym procedur sadowych”!52,

Artykut 20. Miedzynarodowego Paktu Praw Obywatelskich i Politycznych (ICCPR) precyzuje, ze nawotywanie
do nienawisci to nie tylko wyrazanie pogladéw lub opinii wrogich wobec cztonkéw okreslonej grupy. To
rowniez oczywisty zamiar podzegania innych do dyskryminacji, przejawianie wrogosci (silnych, irracjonalnych
zachowan i emocji, takich jak potepienie, niecheé lub pogarda) lub dopuszczanie sie przemocy wobec

tej grupy. Przepisy zakazujace podzegania do nienawisci nie moga narusza¢ prawa do wolnosci stowa,

a ponadto musza spetnia¢ wymogi legalnosci, koniecznosci i proporcjonalnosci.

Plan dziatari z Rabatu o zakazie promowania nienawisci narodowej, rasowej lub religijnej, ktéra podzega do
dyskryminacji, wrogosci i przemocy wymienia sze$¢ czynnikéw, ktére nalezy uwzgledni¢, kiedy ocenia sig,
czy wypowiedzZ stanowi podzeganie do nienawiéci: kontekst; status lub pozycje autora wypowiedzi; intencje;
tre$¢ i forme; zasieg wypowiedzi; prawdopodobieristwo, ze wypowiedZ doprowadzi do wyrzadzenia krzywdy
jednostce lub grupie!®s.

Plan dziatari z Rabatu rozr6znia podzeganie do przemocy, wrogosci lub dyskryminacji, czyli form mowy
nienawisci, ktére musza zosta¢ zakazane, od wypowiedzi, ktére nie naruszaja prawa, a mimo to budza
niepokoj, bowiem naruszaja zasady tolerancji i szacunku dla przekonan innych oséb'%4.

W niniejszym raporcie ,nawotywanie do nienawisci” bedzie rozumiane jako wypowiedzi stanowiace
podzeganie do dyskryminacji, wrogosci lub przemocy, ktére musza byé zakazane prawnie zgodnie

z Artykutem 20. ICCPR. Ponadto zostanie tu oméwione upowszechnianie wypowiedzi, ktére nie spetniaja
znamion nawotywania do nienawisci, a mimo to budza niepokdj, gdyz naruszaja zasady tolerancji i szacunku
wobec innych oséb, przez co negatywnie wptywaja na mozliwos¢ korzystania z prawa do wolnosci od
dyskryminacji i prawa do réwnosci.

Amnesty International nie prébowata oceniaé, czy konkretne wypowiedzi i tre$ci publikowane na platformie
X nalezy uzna¢ za nawotywanie do nienawisci. Raport ten poswiecony jest ogdlnej roli, jaka X odgrywa

w naruszaniu praw oséb LGBTI w Polsce ze wzgledu na nieadekwatno$¢ dziatan podjetych w celu
ograniczenia stwarzanego przez siebie ryzyka.

149 UN Human Rights Committee (HRC), General Comment 34, Article 19: Freedoms of Opinion and Expression, 12
wrze$nia 2011, UN Doc. CCPR/C/GC/34, akapit 11.

150 HRC, General Comment 18: Non-Discrimination, 1989, UN Doc. RI/GEN/1/Rev.9 Vol |, akapit 1.

151 Amnesty International, Access Now, The Toronto Declaration: Protecting the Rights to Equality and Non-Discrimination
in Machine Learning Systems (Index: POL 30/8447/2018), 17 maja 2018, https://www.amnesty.org/es/documents/
pol30/8447/2018/en.

152 Amnesty International, Access Now, The Toronto Declaration: Protecting the Rights to Equality and Non-Discrimination
in Machine Learning Systems, akapit 53.

153 UN Human Rights Council, Rabat Plan of Action, 11 stycznia 2013, UN Doc. A/HRC/22/17/Ad.4, akapit 29.
154 UN Human Rights Council, Rabat Plan of Action, akapit 20.
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9. ROLA SERWISU X W PROPAGOWANIU
PRZEMOCY ZE WZGLEDU NA PLEC
WSPOMAGANEJ TECHNOLOGICZNIE
W POLSCE

»W tym miejscu nienawi$¢ mocno rezonuje”.

Aleksandra Herzyk, aktywistka.

W niniejszym rozdziale opisano, jaka role odegrata platforma X w rozpowszechnianiu tresci anty-LGBTI,
w tym tresci nacechowanych nienawiscia, w latach 2019-2025.

5.1 PRZEMOC ZE WZGLEDU NA PLEGC WSPOMAGANA
TECHNOLOGICZNIE W SERWISIE X

Od pazdziernika 2022 roku, kiedy to Elon Musk przejat firme X, w anglojezycznej wersji serwisu znacznie
wzrosta liczba atakéw na uzytkownikéw_uzytkowniczki LGBTI%®, Tydzien po przejeciu platformy przez Muska
fundamentaliéci_fundamentalistki zaczeli testowac granice serwisu w kwestii wypowiedzi wymierzonych

w spoteczno$¢ LGBTI, Jake Shields, byty zawodnik Ultimate Fighting Championship (posiadajacy 34
tysiecy obserwujacych na X), opublikowat zdjecie pewnej drag queen z podpisem: , Tak wyglada groomer”.
Nastepnie dodat: ,,Dwa miesiace temu zawiesili mnie za tego samego tweeta. Zobaczymy, czy teraz na
Twitterze naprawde panuje wolno$¢”!%’. Z kolei konserwatywny podkaster Matt Walsh napisat na platformie:
»ZrobiliSmy olbrzymie postepy w walce z agenda trans. W ciggu zaledwie roku odrobiliSmy wieloletnie straty
poniesione przez konserwatystéw. Wyzwolenie Twittera nastapito w idealnym momencie. Mozemy teraz
dziata¢ jeszcze bardziej zdecydowanie” 1%,

W badaniu przeprowadzonym w 2022 roku ws$rdd aktywistéw i organizacji LGBTI przez Amnesty
International USA oraz GLAAD i Human Rights Campaign, organizacjami zajmujacymi sie prawami 0s6b
LGBTI, 60% respondentéw ocenito, ze liczba obrazliwych i nienawistnych wypowiedzi na X wzrosta od
pazdziernika 2022 roku's°. Pozostate 40% uznato, ze poziom obrazliwych i nienawistnych wypowiedzi jest
taki sam jak wcze$niej'®°. Zaden z ankietowanych nie zgtosit spadku liczby obrazliwych i nienawistnych

155 Amnesty International USA, Hateful and abusive speech towards LGBTQ+ community surging on Twitter under
Elon Musk, 9 lutego 2023, https://www.amnestyusa.org/press-releases/hateful-and-abusive-speech-towards-Igbtqg-
community-surging-on-twitter-under-elon-musk/; NBC News, Twitter is the ,,most dangerous platform for LGBTQ
people”, GLAAD says.

156 NBC News, A timeline of Elon Musk’s takeover of Twitter, 17 listopada 2022, https://www.nbcnews.com/business/
business-news/twitter-elon-musk-timeline-what-happened-so-far-rcnab7532.

157 NBC News, Far-right figures appear to be testing Twitter’s boundaries for anti-LGBTQ speech, 2 listopada 2022,
https://www.nbcnews.com/feature/nbc-out/open-season-lgbtq-people-far-right-celebrates-liberation-twitter-rcna54542

158 Tamze.

159 Amnesty International USA, Hateful and abusive speech towards LGBTQ+ community surging on Twitter under Elon
Musk.

160 Tamze.
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wypowiedzi'®l. Ponadto 60% respondentéw stwierdzito, ze nienawistne i obrazliwe wypowiedzi wptynety
na sposob, w jaki korzystaja z platformy: miedzy innymi rzadziej publikuja posty na X, dziela sig
mniejsza iloscig informacji na temat swojej pracy i ograniczaja krag oséb, z ktérymi wchodzg w interakcje
na platformie'®?, Dodatkowo 65% respondentéw przyznato, ze ich zdaniem na X pojawia sie wiecej
nienawistnych i obrazliwych wypowiedzi niz na innych platformach, z ktérych korzystaja!®s.

Przedstawiciele spotecznosci LGBTI, z ktérymi Amnesty International przeprowadzita wywiady w lipcu
i sierpniu 2024 roku w Polsce, podzielali wiele z powyzszych opinii.

Jakub Szymik, gej mieszkajacy w Warszawie, powiedziat Amnesty International, ze ogranicza swoja
aktywnos$¢ i widocznos$¢ w serwisie X, aby uniknac nienawistnych atakow:

»L...] dbam o zachowanie profesjonalizmu, dlatego skupiam si¢ na sprawach, ktére nie budza kontrowersji,
lub nie dzielg sie opiniami w sieci pod wiasnym imieniem i nazwiskiem. Prowadze anonimowe konta, na
ktérych czuje sie swobodniej, ale pod wtasnym nazwiskiem nie pisze o pewnych sprawach. [...] sprawdzanie
wiadomosci i opinii w sieci sprawia, ze jestem bardziej czujny... i trudno mi sie zrelaksowac”!%4,

Misza, osoba niebinarna mieszkajaca w Poznaniu, twierdzi, ze w jej przypadku anonimowos¢ jest kluczowa
dla mozliwosci dalszego korzystania z X:

»Na Twitterze uzywam pseudonimu zamiast prawdziwego imienia. Nie wrzucam zdje¢ swojej twarzy ani
twarzy cztonkéw rodziny, bo sie boje”16®,

Maja Heban, transptciowa aktywistka z Warszawy, powiedziata Amnesty International, ze jej zdaniem na X
jest wiecej nienawisci niz na innych platformach spotecznosciowych:

»W mediach spotecznosciowych i na Twitterze spotykam sie z ogromna nienawiscia. Nie widziatam jej
dotad w takim natezeniu. Czasami dostaje negatywne komentarze na Facebooku lub Instagramie, ale to nic
w poréwnaniu z Twitterem. Twitter to wtasciwie potok deadnamingu, misgenderowania, wyzwisk i grozenia
$miercig!%®.

Respondenci podali Amnesty International przyktady tresci anty-LGBTI, ktére widzieli na platformie:
»Widze wiele komentarzy o tym, ze ta spotecznos$é jest chora, ze niszczy wartosci narodowe... uzywa sie

emotek oznaczajacych wymioty, kupe itp. Pojawia sie¢ wiele wpiséw zawierajacych publiczne grozby, na
przyktad »bedziesz nastgpny«”1¢’.

»LPiszal, ze osoby LGBTQ trafiag do komér gazowych, zwracaja sie do o nas per Smiecie i uwazaja, ze nalezy
podda¢ nas czystkom™168,

,»T0 nienormalni ludzie, zboczeni, chorzy. Mysle, ze »chore« to najczesciej uzywane stowo”*¢°,

»LPiszal, Ze ci ludzie nie sa normalni, ze sa przeciwni polskim wartosciom rodzinnym, ze niszcza polskie
rodziny, Ze nie sg ludZzmi, ze s3 ideologia”'’°.

Aleksy powiedziat Amnesty International, ze pod postami organizacji walczacej o prawa 0s6b LGBTI, w ktérej
pracuje, czesto pojawiaty sie homofobiczne i transfobiczne wpisy:

»Prywatni uzytkownicy publikujag homofobiczne tresci lub komentarze. Mam wrazenie, ze pod prawie kazdym
tweetem na temat parad réwnosci pojawia si¢ wiele obrzydliwych reakcji. Zazwyczaj dbamy o to, aby nasze
media spotecznosciowe byly bezpieczng przestrzenia, dlatego staramy sie ukrywaé co bardziej triggerujace
komentarze, ale na Twitterze, gdzie wszystko dzieje sie btyskawicznie, jest to bardzo trudne”'’!.

161 Tamze.

162 Tamze.

163 Tamze.

164 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.
165 Rozmowa wideo Amnesty International z Misza (pseudonim), 24 lipca 2024.

166 Wywiad Amnesty International z Maja Heban, 30 lipca 2024.

167 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.
168 Rozmowa wideo Amnesty International z Misza (pseudonim), 24 lipca 2024.

169 Rozmowa wideo Amnesty International z Nathanem Bryza, 9 sierpnia 2024.

170 Rozmowa wideo Amnesty International z Jolanta Prochowicz, 29 lipca 2024.

171 Wywiad Amnesty International z Aleksym (pseudonim), 26 lipca 2024.
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5.2 ROLA 0SOB PUBLICZNYCH | PQLITYKGW_PULITYCZEK
W ROZPOWSZECHNIANIU TRESCI ANTY-LGBTI W POLSCE

Na catym Swiecie X jest postrzegany jako platforma, na ktérej mozna wtaczac sie w dyskusje i komentowac
aktualne wydarzenia!’2. Aleksy, pracownik polskiej organizacji zajmujacej sie prawami oséb LGBTI,
w nastepujacy sposéb przedstawit Amnesty International role X w polskiej infosferze:

»W Polsce Twittera uzywaja gtéwnie politycy i dziennikarze. W poréwnaniu z innymi platformami
spotecznosciowymi jest miejscem, w ktérym polityk albo polityczka z duzym prawdopodobienstwem
odpowiedza ci, kiedy co$ do nich napiszesz. Ponadto jest szybki. Dlatego wiele decyzji ogtasza sie najpierw
wtasnie na Twitterze. To narzedzie dobrze nadaje sie do tego, aby by¢ na biezaco i wywieraé presje [na
politykéw_polityczki]”'73.

Aleksy dodat, ze za rzaddw PiS spoteczno$¢ LGBTI czesto padata ofiarg atakow:

»Spotkalismy sie z wieloma homofobicznymi wypowiedziami niektérych politykéw. Twierdzono na przyktad,
ze spoteczno$é LGBTI to nie ludzie, ale ideologia™'"4.

Jakub Szymik wyjasnia, ze politycy chetnie korzystali z X w celu podsycania nastrojéw anty-LGBTI:

»Mysle, ze Twitter jest trybikiem w machinie, jednym z elementéw bardzo szerokiego spektrum. Przez
ostatnie osiem lat w Polsce wiekszo$¢ mowy nienawisci w przestrzeni publicznej podsycali politycy, ktérzy
w tym celu korzystali oczywiscie z Twittera, bo umozliwia on szybkie rozpowszechnianie informacji”'’>.

Szybkie rozpowszechnianie informacji na X, napedzane algorytmami bazujacymi na zaangazowaniu
uzytkownikéw_uzytkowniczek, od dawna jest cecha charakterystycznag modelu biznesowego platformy: X
starat sie stworzyé wrazenie, ze jest serwisem informacyjnym dziatajgcym w czasie rzeczywistym!’e. W 2009
roku, czyli w samych poczatkach istnienia Twittera, Biz Stone, wspétzatozyciel serwisu, napisat, ze platforma
stanie sie ,,nowym rodzajem sieci informacyjnej”!"”.

Andrzej Duda, prezydent Polski w latach 2015-2025, jest aktywnym uzytkownikiem X, w chwili pisania
tego raportu (2025 roku) miat na nim 1,9 min obserwujacych'’®, Jego duza aktywno$¢ na X moze $wiadczy¢
0 znaczeniu tego serwisu w polskiej sferze politycznej, a takze o tym, w jak wysokim stopniu politycy
zrozumieli role mediéw spotecznos$ciowych, z X na czele, jako kluczowej przestrzeni sporéw, w ktérej
ksztattuje sie narracje dotyczace kwestii politycznych i spotecznych.

Na X trafity tresci zawierajace wypowiedzi Andrzeja Dudy o wydZwieku anty-LGBTI. Na przyktad 13 czerwca
2020 roku w serwisie zaczeto krazy¢ nagranie, na ktérym Duda twierdzi, ze osoby LGBTI nie sg ludZmil”°.
Filmik dobrze odzwierciedla retoryke stosowana przez PiS przed wyborami prezydenckimi w czerwcu 2020
roku, w ktérych prawa oséb LGBTI staty sie jednym z gtéwnych tematéw politycznych'®. Oprocz krazacych

w sieci nagran zwigzanych z wyborami tresci anty-LGBTI byty tez publikowane bezposrednio na platformie przez
samych politykéw i polityczki. Na przyktad Joachim Brudziniski, poset do Parlamentu Europejskiego z ramienia
PiS i szef kampanii prezydenckiej Dudy, napisat na Twitterze w czerwcu 2020 roku, ze ,,Polska bez LGBT jest
najpiekniejsza”18l. W czasie tworzenia niniejszego raportu post Brudziriskiego jest nadal dostepny na X.

Po zwyciestwie kandydata PiS w wyborach prezydenckich w 2020 roku i rozpoczeciu drugiej kadencji
przez Andrzeja Dude, wazne postaci polskiego populistycznego ruchu zwalczajacego prawa LGBTI

172 X, How many people come to Twitter for news? As it turns out, a LOT, 12 wrzeénia 2022, https://blog.x.com/en_us/
topics/insights/2022/how-many-people-come-twitter-for-news.

173 Wywiad Amnesty International z Aleksym (pseudonim), 26 lipca 2024.
174 Wywiad Amnesty International z Aleksym (pseudonim), 26 lipca 2024.
176 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.

176 The Verge, How Twitter broke news, 12 grudnia 2023, https://www.theverge.com/c/features/23993135/twitter-
breaking-news-history.

177X, What’s Happening?, 19 listopada 2009, https://blog.x.com/en_us/a/2009/whats-happening
178 Profil Andrzeja Dudy na X, https://x.com/AndrzejDuda.

179 Bartosz T. Wielinski, post na platformie X, 13 czerwca 2020, https://x.com/Bart_Wielinski/
status/1271773086833094656.

180 Politico, Poland’s LGBTQ community in the political crosshairs, 19 czerwca 2020, https://www.politico.eu/article/
poland-lgbtg-community-in-the-political-crosshairs-elections-duda.

181 Joachim Brudzinski, post na platformie X, 11 czerwca 2020, https://x.com/jbrudzinski/
status/1271167309269413892.
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dalej publikowaty na X tresci wymierzone w te spoteczno$¢; prawdopodobnie o$mielit je sukces retoryki
wyborczej'®. | tak na przyktad dwa tygodnie po wyborach znany prawicowy komentator Rafat Ziemkiewicz
(ktory w maju 2025 roku miat 334 200 obserwujacych na X) opublikowat tweet o akcji aktywistéw LGBTI,
ktorzy owineli teczowa flaga pomnik Jezusa: ,,Wszystkich ktérzy czy to z podtosci czy z naiwnosci wciskaja
ten kit ze baner sodomitéw narzucony na Jezusa »nie obraza« zachecam by wrzucili wieprzowing do meczetu
a potem poszli do braci musliméw z gadka, ze swinki sa fajne i milusie, a zdrowe migsko nikogo nie moze
obrazi¢”18. W chwili tworzenia niniejszego raportu post pozostaje dostepny na X.

5.3 ANALIZA: JAK PRZEMOC ZE WZGLEDU NA PLEC WSPOMAGANA
TECHNOLOGICZNIE W POLSCE PRZEKLADA SIE NA REALNE
KRZYWDY

Tresci anty-LGBTI — podobnie jak inne tresci skierowane przeciwko grupom marginalizowanym — nie
funkcjonuja wytacznie w ,,prézni” przestrzeni internetowej, szczelnie oddzielonej od $wiata offline.

Jolanta Prochowicz, lesbijka mieszkajgca w Lublinie, opisata to w rozmowie z Amnesty International
nastepujaco:

»Powinnismy traktowaé¢ media spoteczno$ciowe jak cze$¢é naszego zycia spotecznego. To, co piszemy

w internecie, moze krzywdzi¢ tak samo jak stowa wypowiadane w rozmowie. To szkodliwe, bolesne, czasami
bardzo. Media spotecznosciowe nie tyle wptywaja na nasze normalne zycie, ile po prostu s3 jego czescia.

| dlatego maja na nas wptyw"&,

W 2024 roku w raporcie GLAAD, organizacji zajmujacej sie ochrong praw oséb LGBTI, zauwazono:
»Wielokrotnie dostrzegali$my istnienie bezposredniego zwigzku migedzy niebezpieczna retoryka w internecie
a agresywnymi zachowaniami wobec spotecznosci LGBTI w $wiecie rzeczywistym” 85, Podobne wnioski
znalazty sie w raporcie amerykanskiego Gtéwnego Urzedu Kontroli (Government Accountability Office)

z 2024 roku dotyczacym ekstremizmu w sieci: ,,Badania sugeruja, ze wystepowanie przestepstw

Z nienawisci jest powigzane z mowa nienawisci w internecie, i wskazujg na to, ze osoby zradykalizowane
online moga stosowac realng przemoc [w $wiecie rzeczywistym]”186. Takze w jednym z wcze$niejszych
raportéw Amnesty International stwierdzono, ze szkody wyrzadzane przez TFGBV nie ograniczaja sie
wytacznie do przestrzeni cyfrowej, a ciggtos¢ przemocy ze wzgledu na pte¢ w Swiecie online i offline
$wiadczy o tym, iz grozby w sieci czesto moga miec realne konsekwencje, z przemoca fizyczng wtacznie'®’.

Badacze akademiccy twierdzg, ze mowa nienawisci ma réwniez powazne konsekwencje na poziomie
spotecznym, moze bowiem ,,zatruwac spoteczenstwa, zagrazajac prawom jednostki, réwnosci i godnosci
ludzkiej, wzmagaé napigcia miedzy grupami spotecznymi, zaktécac¢ porzadek publiczny oraz zagrazac
pokojowemu wspdtistnieniu” 188,

Przemoc ze wzgledu na pte¢ wspomagana technologicznie (TFGBV) nalezy rozumie¢ jako zjawisko
znajdujace sie w tym samym spektrum co przemoc ze wzgledu na pte¢ (GBV) per se. Istnieje w kontinuum
taczacym $wiat online i offline, a zatem niektére formy TFGBV moga skutkowa¢ fizycznym naruszeniem praw

182 Global Project Against Hate and Extremism (GPAHE), Twitter, YouTube allowing anti-LGBT hate speech, antisemitism
and racism to thrive in Poland, 18 sierpnia 2020, https://globalextremism.org/post/twitter-youtube-allowing-
antisemitism-racism-and-anti-lgbt-hate-speech-to-thrive-in-poland/.

183 Rafat Ziemkiewicz, post na platformie X, 12 sierpnia 2020, https://x.com/R_A_Ziemkiewicz/
status/1293565844128178177.

184 Rozmowa wideo Amnesty International z Jolanta Prochowicz, 29 lipca 2024.

185 GLAAD, Social Media Safety Index, 2024, https://glaad.org/smsi/social-media-safety-index-2024/, s. 2.

18 United States Government Accountability Office, Online extremism: more complete information needed about hate
crimes that occur on the internet, styczen 2024, https://www.gao.gov/assets/d24105553.pdf, s. 43.

187 Amnesty International, ,,Being Ourselves is Too Dangerous”: Digital Violence and the Silencing of Women and
LGBTI Activists in Thailand (Index: ASA 39/7955/2024), 16 maja 2024, https://www.amnesty.org/en/documents/
asa39/7955/2024/en/; Amnesty International, ,, Everybody Here is Having Two Lives or Phones”: The Devastating
Impact of Criminalization on Digital Spaces for LGBTQ People in Uganda (Index: AFR 59/8571/2024), 23
pazdziernika 2024, https://www.amnesty.org/en/documents/afr59/8571/2024/en/.

188 Judit Bayer i in., Disinformation and propaganda — impact on the functioning of the rule of law in the EU and
its Member States, 18 listopada 2021, Parlament Europejski, Komisja LIBE, Departament Tematyczny ds. Praw
Obywatelskich i Spraw Konstytucyjnych, http://dx.doi.org/10.2139/ssrn.3409279.
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w $wiecie rzeczywistym'®, Ostatnie badania przeprowadzone przez Centrum Badari nad Nienawiscia na
Uniwersytecie w Leicester w Wielkiej Brytanii wykazaty, ze chociaz wigkszo$¢ nastrojéw anty-LGBTI w Polsce
przejawia sie w internecie, ich skutki sg widoczne réwniez ,w realu”, w przestrzeni publicznej. Na przyktad
w kilku miastach w miejscach publicznych umieszczono naklejki o charakterze homofobicznym; w czesci
wlepek kto$ ukryt zyletki z zamiarem zranienia 0séb prébujacych je usunaé!®.

Co wigcej, wiele odmian TFGBYVY, takich jak stalking i nekanie w sieci, ma swoje odpowiedniki w Swiecie
rzeczywistym, a przemoc online — zwtaszcza gdy jest normalizowana przez osoby publiczne — moze
przejawiac sie jako przemoc w $wiecie rzeczywistym?°?,

Jakub Szymik, aktywista na rzecz praw oséb LGBTI, ma poczucie, ze nadal musi si¢ angazowac¢ w walke
z nienawistnymi treSciami w serwisie X, mimo ze ma to zty wptyw na jego samopoczucie:

»L...] uwazam, ze sprawdzanie wiadomosci i opinii w sieci sprawia, ze jestem bardziej czujny, a zarazem
trudniej mi sie odprezy¢. Czuje, ze musze by¢ caty czas online, bo to przygotuje mnie na dziwne,
niespodziewane sytuacje, ktére moga mnie spotka¢ w prawdziwym zyciu”'°2,

Aleksy, pracownik polskiej organizacji LGBTI, wyrazit swoje obawy dotyczace wptywu TFGBV w serwisie X na
prawo mtodych ludzi do wolnosci wypowiedzi:

»Niektére osoby niepetnoletnie nie sa pewne lub boja sie ujawnié swoja orientacje seksualna: mysle, ze
widok tych wszystkich nienawistnych tresci dodatkowo im to utrudnia”®3.

Jakub Szymik powiedziat Amnesty International, ze rzadko korzysta z platformy X z powodu nienawisci,
ktéra tam widzi:

»Wydaje mi sie dzi$, ze to gtéwnie zrédto opinii, a zwtaszcza spolaryzowanych pogladéw, co zniecheca mnie
do korzystania z tego serwisu”!%.

Przemoc ze wzgledu na pte¢ wspomagana technologicznie przyczynita sie réwniez do znacznego cierpienia
psychicznego niektérych oséb LGBTI w Polsce. Psycholozka Julia Kata powiedziata Amnesty International,
ze osoby zwracajace sie po wsparcie psychologiczne do walczacej o prawa LGBTI Fundacji Trans-Fuzja
czesto wymieniajg nienawis¢ online jako jeden z problemdw, z ktérymi sie borykaja:

,Chodzi zwtaszcza o tych, dla ktérych jedynym poczuciem wspélnoty, wsparcia i akceptacji jest internet —
jesli w sieci sa wystawieni na dziatanie tego typu tresci, po prostu tracg poczucie bezpieczeristwa. Czuja sie
jeszcze bardziej wyobcowani: wyobcowani w prawdziwym zyciu, a potem w miejscu, ktére uwazali za swoja
bezpieczna przestrzer"1%,

Kwestie zwiazane ze zdrowiem psychicznym polskiej spotecznosci LGBTI poruszyt réwniez Niezalezny
Ekspert ONZ ds. ochrony przed przemoca i dyskryminacja ze wzgledu na orientacje seksualna i tozsamos¢
ptciowa. Po wizycie w Polsce w 2024 roku zauwazyt, ze wyzwania te wiaza sie:

»Z utrwalong dyskryminacja, przypadkami przemocy lub grozbami przemocy, a takze z ostracyzmem
spotecznym i stygmatyzacja”'°®.

Julia Kata zauwazyta, ze doswiadczenia oséb LGBTI z TFGBV poteguja ich ogblne poczucie bezbronnosci
spowodowane dyskryminacja i przemoca:

»Ludzie nie chca wchodzi¢ w interakcje z innymi. Tak jak w realu. Boja sie, ze ustysza co$ krzywdzacego lub
nienawistnego albo ze kto§ bedzie po prostu niemity. To zachowania alienujace na wielu poziomach%’,

189 Bjuro Analiz Parlamentu Europejskiego, Combating gender-based violence: cyber violence, marzec 2021 r.,
https://www.europarl.europa.eu/RegData/etudes/STUD/2021/662621/EPRS_STU(2021)662621_EN.pdf.

190 University of Leicester, Centre for Hate Studies submits report on Anti-LGBTI hate crime in Poland for United Nations
Review, 29 pazdziernika 2024, https://le.ac.uk/news/2024/october/Igbt.

191 Bjuro Analiz Parlamentu Europejskiego, Combating gender-based violence: cyber violence.
192 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.

193 Wywiad Amnesty International z Aleksym (pseudonim), 26 lipca 2024.

194 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.

195 Wywiad Amnesty International z Julig Kata, 29 lipca 2024.

196 United Nations Independent Expert on protection against violence and discrimination based on sexual orientation and
gender identity, Country visit to Poland, 18-29 listopada 2024, End of mission statement, akapit 23.

197 Wywiad Amnesty International z Julia Kata, 29 lipca 2024.
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Rozpowszechnianie tresci anty-LGBTI odgrywa kluczowa role w normalizacji ideologii, ktéra dehumanizuje
osoby z tej spotecznosci mieszkajace w Polsce, a czasami tez podzega do przemocy i dyskryminacji wobec
nich. Masowe rozpowszechnianie tego rodzaju tresci w waznym medium spotecznosciowym, jakim jest X,
w duzym stopniu przyczynito sie do stygmatyzacji polskiej spotecznosci LGBTI — stygmatyzacji, ktéra nadal
ma negatywne skutki z punktu widzenia praw oséb LGBTI w tym kraju.

3.4 ZWOLNIENIA PERSONELU ODPOWIEDZIALNEGO
ZA MODERACIJE TRESCI

Rosnaca liczba tresci zawierajacych mowe nienawiéci na platformie X moze cze$ciowo wynikaé

z drastycznych cigé kadrowych przeprowadzonych przez wtasciciela firmy X, a nastepnie jej prezesa, Elona
Muska; jego decyzje doprowadzity do niedoboru moderatoréw tresci na platformie!®®, W poczatkowym
okresie po przejeciu firmy przez Muska, kiedy zwolniono kadre kierownicza i potowe pracownikéw, utworzono
Rade ds. Moderacji Tresci, ktorej zadaniem byto rozpatrywanie wnioskéw o przywrécenie kont!®°,

Wkrétce po zakupie firmy Musk rozwiazat Rade ds. Zaufania i Bezpieczenfstwa — grupe doradcza sktadajaca
sie z prawie 100 organizacji spoteczenstwa obywatelskiego, organizacji praw cztowieka i innych podmiotéw,
ktére zajmowaty sie problemami wykorzystywania dzieci, mowa nienawisci oraz tre$ciami mogacymi
prowadzi¢ do samobdjstw i samookaleczeri obecnymi na platformie?®. Szacuje sig, ze zwolnit réwniez

80% pracownikéw zajmujacych sie kwestiami zaufania i bezpieczenstwa?°!. Pomimo tych cie¢, gdy chodzi
0 obrone i poszanowanie praw 0s6b korzystajacych z ustug X, firma nadal uznaje znacznie ostabiong Rade
za kluczowego partnera dla interesariuszy pozostajacego ,w Scistej wspétpracy z dziatem produktu, dziatem
technicznym, dziatami obstugi uzytkownikéw, sprzedazy, polityki publicznej i prawnym, co ma pomdc
platformie X w podejmowaniu decyzji z uwzglednieniem potrzeb oséb i organizacji korzystajacych z [...]
ustug’?%2,

Niegdys$ w firmie funkcjonowat takze specjalny zesp6t zajmujacy sie zwalczaniem skoordynowanych
kampanii dezinformacyjnych, ale eksperci i byli pracownicy twierdza, ze wigkszo$¢ zatrudnionych w nim
specjalistow zrezygnowata z pracy lub zostata zwolniona po pazdzierniku 2022 roku?°3,

Eksperci ds. praw cyfrowych wyrazili obawy, ze zwolnienia moga odbi¢ sie¢ na zdolnosci platformy do
monitorowania szkodliwych tresci, w tym réznych form nekania; z kolei reklamodawcy o$wiadczyli, ze
wycofaja sie z powodu wtasnej ,,niepewnosci” co do strategii Elona Muska?%4.

Pod koniec 2022 roku pojawity sie doniesienia, ze Musk planuje w duzym stopniu polega¢ na
zautomatyzowanej moderacji tresci, zrezygnowaé z czesci audytéw manualnych i postawi¢ na ograniczenia
dystrybucji bazujacej na algorytmach zamiast usuwania niektérych wpiséw?°®. Takie podejscie, okreslane
terminem ,filtrowania widocznosci”, polega na pozostawianiu niektérych tweetéw naruszajacych zasady
firmy przy jednoczesnym blokowaniu ich wy$wietlania w takich miejscach jak strona gtéwna serwisu

i wyszukiwarka?°®,

198 NBC News, Twitter is the ,,most dangerous platform for LGBTQ people”, GLAAD says.

199 ABC News, A timeline of Elon Musk’s tumultuous Twitter acquisition, 11 listopada 2022, https://abcnews.go.com/
Business/timeline-elon-musks-tumultuous-twitter-acquisition-attempt/story?id=86611191.

200 Amnesty International, Twitter’s decision to disband safety council threatens wellbeing of users, 13 grudnia 2022,
https://www.amnesty.org/en/latest/news/2022/12/global-twitters-decision-to-disband-safety-council-threatens-
wellbeing-of-users/.

201 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,,so toxic it’s
unrecognisable”, 6 lutego 2024, https://fortune.com/2024/02/06/inside-elon-musk-x-twitter-austin-content-
moderation/.

202 X Defending and respecting the rights of people using our service, https://help.x.com/en/rules-and-policies/defending-
and-respecting-our-users-voice, dostep: 3 lipca 2025.

203 BBC News, Twitter pulls out of voluntary EU disinformation code, 27 maja 2023, https://www.bbc.co.uk/news/world-
europe-65733969.

204 ABC News, Potential mass layoffs at Twitter could cripple content moderation, some experts say, 23 pazdziernika
2022, https://abcnews.go.com/Business/potential-mass-layoffs-twitter-cripple-content-moderation-experts/
story?id=91856973; NBC News, A timeline of Elon Musk’s takeover of Twitter.

205 Reuters, Exclusive: Twitter leans on automation to moderate content as harmful speech surges, 5 grudnia 2022,
https://www.reuters.com/technology/twitter-exec-says-moving-fast-moderation-harmful-content-surges-2022-12-03/.

206 Reuters, Exclusive: Twitter leans on automation to moderate content as harmful speech surges.
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Na poczatku 2023 roku X rzekomo zaczat planowac wdrozenie nowego systemu, ktéry miatby usuwac

z platformy najbardziej ,,niepozadane” lub szkodliwe tre$ci?®’. Nowy plan zaktadat stworzenie mniejszego,
wewnetrznego zespotu moderatoréw tresci, z siedzibg w nowym Centrum Doskonato$ci ds. Zaufania

i Bezpieczenstwa (Trust and Safety Center of Excellence) w Austin, w Teksasie. Miatby on odgrywac role
specjalistycznej sieci bezpieczenstwa zatrzymujacej najbardziej razace tresci bez nadmiernego ograniczania
wolnosci stowa, ktéra pozostaje dla X priorytetem?°8,

Wedtug medialnych doniesien Centrum miato zatrudnia¢ 100 moderatoréw tresci, czyli znacznie mniej, niz
planowano pierwotnie (500 oséb), lub niz wynosita liczba moderatoréw tresci zatrudnionych przez X w 2020
roku (okoto 1500 0s6b)?°°. Przed otwarciem Centrum nie byto jasne, czy firma zdotata zatrudni¢ w nim
wiecej niz kilkanascie 0s6b?1°,

Takze polityka X dotyczaca tresci szkodliwych, w tym takich, ktére moga spetnia¢ znamiona TFGBYV, ulegta
zmianie od czasu przejecia serwisu przez Elona Muska. Na przyktad w kwietniu 2023 roku serwis po
cichu usunat ze swojej polityki zapisy dotyczace ,,umysinego misgenderowania lub deadnamingu oséb
transptciowych™?1l, Zapisy te przywrécono w 2024 roku?!2,

Elon Musk juz wcze$niej zapowiedziat, ze ztagodzi zasady dotyczace tresci niedozwolonych na platformie,
sugerujac, ze X powinien zezwala¢ na wszystkie wypowiedzi, ktére nie naruszaja prawa krajowego parnstw,
w ktérych dziata?!3.

W rozmowie z magazynem Fortune osoba zorientowana w kwestiach zaufania i bezpieczenstwa w serwisie X
zwrécita uwage na wptyw niejasnych lub szybko zmieniajacych sie zasad w firmie na zdolno$¢ platformy do
odpowiedniego reagowania na szkodliwe tresci: ,,W pewnym sensie wazniejsze niz liczba oséb pracujacych
przy komputerach sg przejrzyste zasady oparte na strategii ograniczania zachowan szkodliwych oraz
narzedzia i systemy niezbedne do wdrazania tych zasad na duza skale”?!4.

Krytycy twierdza ponadto, ze polityka X w zakresie dezinformacji i technologie wykrywania pozwolity na
promowanie na platformie postéw podzegajacych do nienawisci. CzeSciowo dzieje sig tak dlatego, ze tak
zwane konta Twitter Blue nalezace do uzytkownikéw_uzytkowniczek, ktérzy zaptacili za weryfikacje, sa
obecnie promowane przez algorytm serwisu, nawet jesli sa wykorzystywane do rozpowszechniania fatszywych
lub szkodliwych tresci?!®.

Niezalezny audyt oceny ryzyka przeprowadzony na mocy Aktu o ustugach cyfrowych (DSA) wykazat brak
konsekwencji w stosowaniu zasad moderacji tresci?*®. Wydaje sie, ze konta z duza liczba obserwujacych
lub statusem ,,zweryfikowane” traktuje si¢ inaczej niz konta zwyktych uzytkownikéw_uzytkowniczek?!’.
W audycie zalecono, aby X wdrozyt standardowe procedury egzekwowania przepiséw w celu zapewnienia
wszystkim uzytkownikom_uzytkowniczkom sprawiedliwego i transparentnego traktowania?!®.

207 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,,so toxic it's
unrecognisable”.

208 Tamze.

209 Paul M. Barrett, Who moderates the social media giants? A call to end outsourcing, czerwiec 2020, https://staticl.
squarespace.com/static/5b6df958f8370af3217d4178/t/5ed9854bf618c710ch55be98/1591313740497/
NYU+Content+Moderation+Report_June+8+2020.pdf.

210 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,,so toxic it’s
unrecognisable”.

211 NBC News, Twitter is the ,,most dangerous platform for LGBTQ people”, GLAAD says.
212 GLAAD, Social Media Safety Index.

213 ABC News, Potential mass layoffs at Twitter could cripple content moderation, some experts say; NBC News,
Elon Musk, new owner of Twitter, tweets unfounded anti-LGBTQ conspiracy theory about Paul Pelosi attack, 30
pazdziernika 2022, https://www.nbcnews.com/news/us-news/elon-musk-new-owner-twitter-tweets-unfounded-
conspiracy-theory-paul-pe-rcnab4717.

214 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,,so toxic it’s
unrecognisable”.

215 Foreign Policy, Elon Musk’s Twitter is becoming a sewer of disinformation, 15 lipca 2023, https:/foreignpolicy.
com/2023/07/15/elon-musk-twitter-blue-checks-verification-disinformation-propaganda-russia-china-trust-safety/;
The Independent, How Twitter became a far-right misinformation vehicle for the riots — and how it could be saved, 6
sierpnia 2024, https://www.independent.co.uk/tech/twitter-x-riots-elon-musk-b2592074.html.

216 FT| Consulting, ,,X Independent Audit”: Article 37 of the Regulation (EU) 2022/2065 (DSA), 2024, https://
transparency.x.com/content/dam/transparency-twitter/dsa/dsa-audit/TIUC-DSA-Audit-Report-2024-08-27.pdf.

217 Tamze.

218 Tamze.
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5.4.1 UWAGI SPOLECZNOSCI (COMMUNITY NOTES)

0d 2021 roku X w coraz wigkszym stopniu polega na funkcji ,,Uwagi spotecznosci”, ktéra umozliwia
zdecentralizowanej siatce zweryfikowanych uzytkownikéw_uzytkowniczek umieszczanie pod wpisami
notatek z dodatkowym kontekstem: jest to forma moderacji tresci dla milionéw aktywnych uzytkownikéw_
uzytkowniczek?'®. Funkcja ,,Uwagi spotecznosci” ma ponad 100 tysiecy autoréw_autorek w catej UE;

w Polsce zostata udostepniona w 2023 roku??°.

Autorzy_autorki uwag spotecznosci rozpoczynaja od oceniania uwag innych uzytkownikéw, po czym uzyskuja
mozliwo$¢ samodzielnego pisania wtasnych notatek kontekstowych??!. Autorem_autorka moze zosta¢ kazdy
posiadacz_kazda posiadaczka konta X cieszacego si¢ ,, dobra reputacja”, ktérzy nie naruszaja zasad X i sa
wtascicielami zweryfikowanego numeru telefonu. Autorzy_autorki uwag sa wybierani przez X co tydzien

w sposéb losowy??2.

Autorzy_autorki oceniajg przydatno$¢ uwag na podstawie szeregu kryteriow heurystycznych, takich jak
neutralnos$¢ jezyka, zawarto$¢ wysokiej jakosci cytatéw lub bezposrednie odniesienie do tresci wpisu??3,

Decyzja o umieszczeniu uwagi pod postem nalezy wytacznie do zweryfikowanych uzytkownikéw_
uzytkowniczek. Pracownicy X nie umieszczaja ani nie usuwaja uwag??*. Od lipca 2024 roku
uzytkownicy_uzytkowniczki moga poprosi¢ o dodanie uwag spotecznosci do wpisu, ktéry ich zdaniem
wymaga dodatkowego kontekstu??®. Kazdy post i kazdy uzytkownik_uzytkowniczka moga zostaé objeci
procedura uwag spotecznosci; dotyczy to takze reklamodawcéw. Tresci, ktére kto$ opatrzy uwaga, zostaja
zdemonetyzowane, co oznacza, ze autor_autorka nie bedzie mégt_mogta uzyska¢ przychodéw z danego
wpisu??6,

Autorzy_autorki postéw moga wystapi¢ o weryfikacje uwagi dotaczonej do ich tresci; dokonuja jej
autorzy_autorki uwag spotecznosci??’. Jesli ponowna weryfikacja zmieni ocene uwagi spotecznosci na
»nieprzydatna”, zostanie ona usunigta??®. X nie nadzoruje procesu weryfikacji??. Jesli uwaga jest widoczna
przez dwa tygodnie, zostaje na state przypisana do postu i juz nie mozna jej usunacé?,

Skuteczno$¢ opisanych powyzej metod przeciwdziatania szkodliwym tresciom na platformie zostata
skrytykowana przez organizacje zajmujace sie ochrong praw cyfrowych. Pojawity sie réwniez obawy dotyczace
jakosci niektérych zgtoszen oraz tego, czy takie podejécie nadazy za tempem tworzenia tresci na X231, Firma
twierdzi, ze wedtug niezaleznych badan konta lub wpisy, ktére opatrzono uwagami spotecznosci, sa 0 80%
bardziej narazone na usuniecie, a prawdopodobienstwo ich udostepnienia jest od 50% do 61% mniejsze?32.

219 Tech Crunch, Elon Musk takes Twitter out of the EU’s Disinformation Code of Practice, 27 maja 2023, https://
techcrunch.com/2023/05/27/elon-musk-twitter-eu-disinformation-code/; Fortune, Inside the shifting plan at Elon
Musk’s X to build a new team and police a platform ,,so toxic it’s unrecognisable”; House of Commons Science
Innovation and Technology Committee, Oral evidence: social media, misinformation and harmful algorithms, HC 441,
25 lutego 2025, https://committees.parliament.uk/oralevidence/15413/pdf/.

220 Community Notes, post na platformie X, 27 lipca 2023, https://x.com/communitynotes/
status/1684667112869052416; X, Report Setting Out the Results of Twitter International Unlimited Company Risk
Assessment Pursuant to Article 34 of the Digital Services Act, sierpien 2024, https://transparency.x.com/content/dam/
transparency-twitter/dsa/dsa-sra/dsa-sra-2024/TIUC-DSA-SRA-Report-2024.pdf.

221 House of Commons Science Innovation and Technology Committee, ,,Oral evidence: Social media, misinformation and
harmful algorithms”, HC 441.

222 Tamze.
223 Tamze.
224 Tamze.

225 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

226 House of Commons Science Innovation and Technology Committee, Oral evidence: Social media, misinformation and
harmful algorithms, HC 441.

227 X, Community Notes, https://communitynotes.x.com/guide/en/contributing/additional-review.
228 X, Community Notes.
229 X, Community Notes.

230 House of Commons Science Innovation and Technology Committee, Oral evidence: Social media, misinformation and
harmful algorithms, HC 441.

231 Tech Crunch, Elon Musk takes Twitter out of the EU’s Disinformation Code of Practice.

232 House of Commons Science Innovation and Technology Committee, Oral evidence: Social media, misinformation and
harmful algorithms, HC 441.
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Chociaz zdaniem X zmniejsza sie dzieki temu ryzyko, ze takie wpisy stana sie wiralami, firma oznajmita
réwniez, ze wptywa na zasiegi postéw opatrzonych uwagami spotecznosci?33. Oznacza to, ze rzadsze
udostepnianie postéw z uwagami spotecznosci wynika z zachowania uzytkownikdw_uzytkowniczek, a nie
algorytmicznego obnizania ich statusu (tzw. downrankingu).

Ponadto funkcja ,,Uwagi spotecznosci” dziata wolno. Uwaga jest umieszczana pod postem tylko wtedy,

gdy dwoje autoréw_autorek, ktorzy wczesniej nie zgadzali sie ze soba, uzna, ze w danym przypadku taki
komentarz bedzie przydatny. Serwis X przyznat, ze stwarza to problemy zwiazane z szybkos$cia i skalg?3*.
Chociaz firma informuje, ze szybko$¢ dziatania funkcji CN rosnie, $redni czas pojawienia sie uwagi po
opublikowaniu wpisu w sytuacji kryzysowej — np. ataku Hamasu na lzrael 7 pazdziernika 2023 roku —
wynosi okoto pieciu godzin, co potencjalnie daje setkom tysiecy oséb czas na przeczytanie postu przed
dodaniem uwagi?3®. Badanie przeprowadzone w 2021 roku na podstawie danych serwisu Birdwatch,
poprzednika Community Notes, wykazato, ze uzytkownicy_uzytkowniczki sa bardziej sktonni do negatywnego
oceniania tweetéw oséb, z ktérymi nie zgadzaja sie w kwestiach politycznych, oraz do oceniania wpiséw os6b
o odmiennych pogladach politycznych jako nieprzydatnych — co pozwala przypuszczac¢, ze uzytkownicy_
uzytkowniczki chetniej kwestionuja tresci oséb, z ktérymi nie zgadzaja si¢ pod wzgledem ideologicznym?36,
Chociaz taki stan rzeczy niekoniecznie oznacza, ze przyjeta metoda weryfikacji faktéw nieskuteczne
identyfikuje wpisy wprowadzajace w btad, to sugeruje jednak, ze upolitycznienie moze odgrywaé znaczaca
role w ocenie tresci®®’. W tym samym badaniu z 2021 roku stwierdzono tez, ze uzytkownicy_uzytkowniczki,
ktérzy obserwowali konta o podobnych pogladach politycznych do autora_autorki posta — a zatem mogli
czesciej natkna¢ sie na dany post w swoim kanale informacyjnym — byli bardziej sktonni do krytycznego
oznaczania uwag (tj. oceniania ich jako nieprzydatne), ktére informuja o tym, ze rzeczony wpis wprowadza
czytelnikow w btad?38. W zwiazku z tym osoby, co do ktérych istnieje duze prawdopodobierstwo, ze
wyswietlity uwage spotecznosci dotyczaca danego tweeta, byty najmniej sktonne uznaé taka uwage za
przydatna?®°,

Uwagi spotecznosci, w potaczeniu z drastycznym obcigciem $rodkéw przeznaczanych na moderacje, wydaja
sie préba uchylenia sie od odpowiedzialnosci za kwestie zwigzane z prawami cztowieka: w zasadzie X
»podzleca” moderowanie tresci umieszczanych w serwisie wtasnym uzytkownikom_uzytkowniczkom. Jest

to dziatanie ewidentnie niezgodne z normami praw cztowieka: brak jasnych zasad i polityki dotyczacych
tre$ci opatrywanych uwagami spotecznosci oznacza, ze uzytkownicy_uzytkowniczki nie sa w stanie doktadnie
przewidzie¢, czy ich tredci zostang oznaczone.

Ponadto wydaje sie, ze funkcja ,,Uwagi spotecznosci” nie uwzglednia w wystarczajacym stopniu kwestii
legalnosci, koniecznosci i zasadnosci, ktére trzeba bra¢ pod uwage przy ograniczaniu wolnosci wypowiedzi
zgodnie z miedzynarodowymi normami praw cztowieka, takimi jak artykut 19. Miedzynarodowego paktu
praw obywatelskich i politycznych oraz wytyczne inicjatywy GNI. Dzieje sie tak, poniewaz do oznaczenia
wpisu wystarczy zgoda dwéch oséb, ktére wczesniej miaty odmienne zdanie. Co wiecej, funkcja ,,Uwagi
spotecznosci” nie zapewnia zadnej dodatkowej ochrony praw grup marginalizowanych.

Funkcja Community Notes pozwala w praktyce na moderowanie tresci na platformie w oparciu o opinie
uzytkownikéw_uzytkowniczek, a nie o rzetelne, jasne i starannie przemyslane zasady opracowane
zgodnie z normami praw cztowieka. Ponadto autorzy_autorki Community Notes nie przechodza zadnego
szkolenia w zakresie weryfikacji faktéw, a tres¢ uwag nie podlega jakiejkolwiek kontroli jakosci ze strony
X. Dlatego fakt, ze funkcja ,,Uwagi spoteczno$ci” zostata przedstawiona jako gtéwny $rodek ograniczajacy
ryzyko w najnowszej ocenie ryzyka serwisu X przeprowadzonej na mocy DSA, budzi powazne obawy

i zastrzezenia?*.

233 Tamze.
234 Tamze.

25 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

236 Jennifer Allan i in., Birds of a feather don’t fact-check each other: partisanship and the evaluation of news in Twitter’s
Birdwatch crowdsourced fact-checking program, CHI '22: Proceedings of the 2022 CHI Conference on Human Factors
in Computing Systems, Article No. 245, https://dl.acm.org/doi/pdf/10.1145/3491102.3502040.

237 Tamze.
238 Tamze.
239 Tamze.

240 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,so toxic it’s
unrecognisable”.
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5.5 ZMIANY PODEJSCIA SERWISU X DO TRESCI NIENAWISTNYCH

Wkrotce po przejeciu przez Elona Muska serwisu X przywrécono konta, ktére zostaty wcze$niej zablokowane
za naruszenie zasad platformy. Nalezaty do nich na przyktad konto amerykanskiej kongresmenki Marjorie
Taylor Greene (zablokowane za naruszenie wytycznych dotyczacych dezinformacji na temat COVID-19),
konto satyrycznego serwisu informacyjnego The Babylon Bee (zablokowanego za opublikowanie
transfobicznego artykutu, ktéry naruszat zasady dotyczace zachowan nienawistnych), oraz konto Andrew
Tate’a, ,,gwiazdy” medidw spotecznosciowych (zablokowanego za stwierdzenie, ze kobiety powinny ponosic¢
cze$¢ odpowiedzialnosci za to, ze padaja ofiarami napasci seksualnych?*!,

Organizacje spoteczenstwa obywatelskiego zajmujace sie prawami oséb LGBTI, takie jak amerykanska
GLAAD, réwniez dostrzegty zmiane w sposobie reagowania serwisu X na wpisy naruszajace zasady
platformy?#2. Wczesniej obraZzliwe posty usuwano, jednak w chwili sporzadzania niniejszego raportu niektére
wpisy naruszajace regulamin X podlegaja jedynie ograniczeniu widocznosci, nie zostajg natomiast catkowicie
usuniete z platformy?43,

W pazdzierniku 2023 roku X wprowadzit kilka zmian w wytycznych dla spotecznosci; obejmowaty one
znaczne ztagodzenie zasad dotyczacych tresci zawierajacych przemoc?*4, definiowanych jako tresci
zawierajace ,jezyk przemocy” lub ,,media zawierajace przemoc”?4. Jezyk przemocy zostat zdefiniowany
w regulaminie jako tresci, ktére groza, podzegaja, gloryfikuja lub wyrazaja pragnienie przemocy lub
wyrzadzenia krzywdy, natomiast media zawierajace przemoc to materiaty wizualne przedstawiajace tresci
drastyczne, petne przemocy lub okrucieristwa, w tym przemocy seksualnej246.

Przed 30 pazdziernika 2023 roku wytyczne spotecznosci X stanowity: ,,Prowadzimy polityke zero tolerancji,
jesli chodzi o mowe nienawisci, zeby zapewni¢ bezpieczenstwo naszym uzytkownikom_uzytkowniczkom

i zapobiec normalizowaniu przemocy”?#’. Obecnie zapis ten brzmi: ,,Mozemy usuwac niektore tresci lub
ogranicza¢ ich widocznos¢, zeby zapewni¢ bezpieczenstwo naszym uzytkownikom i zapobiec normalizowaniu
przemocy”?48, Ponadto w wytycznych dotyczacych tresci zawierajacych przemoc brak jakiejkolwiek

wzmianki o zagrozeniach, jakie tresci te stwarzaja dla spoteczno$ci marginalizowanych, w tym zagrozeniach
zwiazanych z TEGBV?#°, Jednoczeénie polityka X dotyczaca zachowan nienawistnych zabrania atakowania
0sbb ze wzgledu na ich rasg, pochodzenie etniczne, narodowos$é¢, kaste, orientacje seksualna, ptec,
tozsamos¢ ptciowa, przynaleznos¢ religijna, wiek, niepetnosprawnosé lub powazna chorobg?®°,

W 2023 roku badacze z Centrum Przeciwdziatania Nienawisci Cyfrowej (Center for Countering Digital Hate)
zgtosili do X 300 postéw zawierajgcych mowe nienawisci. Tydzien pdzniej serwis nadal udostepniat 86%
tych postéw?s!. Badacze otrzymali od serwisu X powiadomienia, ze trzy konta, ktére opublikowaty tresci
nacechowane mowa nienawisci, zostaty zablokowane i ze ,,uzytkownicy tych kont nie maja mozliwosci
publikowania, udostepniania ani lajkowania zadnych tresci, a jesli zechca odzyskac petny dostep do swoich
kont, zostang poproszeni o usunigcie zgtoszonych wpiséw”. Mimo to zgtoszone posty pozostaty widoczne na
platformie?.

Zgodnie z zapisami DSA bardzo duze platformy internetowe (VLOP), takie jak X, musza opracowywaé
raporty dotyczace transparentnosci, w ktérych opisuja swoje dziatania zwiazane z moderowaniem tresci.

241 Fortune, Inside the shifting plan at Elon Musk’s X to build a new team and police a platform ,,so toxic it's
unrecognisable”.

242 NBC News, Twitter is the ,,most dangerous platform for LGBTQ people”, GLAAD says.
243 Tamze.

244 Lab Platform Governance, Media and Technology (PGMT), X (formerly Twitter), softens its violent speech policy, 2
listopada 2023, https://platform-governance.org/2023/x-formerly-twitter-softens-its-violent-speech-policy/.

245 X, Violent Content policy, luty 2025, https://help.x.com/en/rules-and-policies/violent-content.

246 Tamze.

247 PGMT, X (formerly Twitter) softens its violent speech policy (podkreslenie Amnesty International).
248 X, Violent Content policy (podkres$lenie Amnesty International).

249 Tamze; The Verge, Twitter rewrites its rules on violent content under Elon Musk, 28 lutego 2023, https://www.
theverge.com/2023/2/28/23619262/twitter-violent-speech-policy-zero-tolerance.

250 X, Hateful conduct policy, kwiecien 2023, https://help.x.com/en/rules-and-policies/hateful-conduct-policy.

251 Center for Countering Digital Hate, X content moderation failure: how Twitter/X continues to host posts reported for
extreme hate speech, wrzesien 2023, https://counterhate.com/wp-content/uploads/2023/09/230907-X-Content-
Moderation-Report_final_CCDH.pdf.

252 Tamze, s. 6.
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W momencie sporzadzania niniejszego sprawozdania X byt platforma, ktéra wykazywata najwieksza
niespéjnos¢ w swoich raportach — takie wnioski ptyna z wynikéw akademickiego audytu Bazy Danych
Transparentnosci DSA, ktéra zawiera wszystkie raporty ztozone przez osiem najwiekszych platform mediéw
spotecznosciowych w UE w ciagu pierwszych 100 dni funkcjonowania bazy?:.

W najnowszym raporcie dotyczacym transparentnosci zgodnym z wytycznymi DSA firma X opisuje swoja polityke
moderacji tresci nastepujaco: ,,zostata opracowana i dostosowana w celu ograniczenia systematycznego ryzyka
bez zbednego ograniczania dostepu do naszych ustug i praw podstawowych, w szczegélnosci wolnosci stowa.
Dziatania zwigzane z moderacja tresci sg zakorzenione w spéjnych zasadach i na podstawie tychze wdrazane,
obejmuja takze réznorodny zestaw srodkdw stuzacych do interwencji. W ten sposéb dbamy o to, aby nasze
dziatania byty racjonalne, proporcjonalne i skuteczne. Nasze systemy moderacji tresci tacza automatyczna

i ludzka weryfikacje z rozbudowanym systemem odwotawczym, ktéry umozliwia uzytkownikom_uzytkowniczkom
szybkie zgtaszanie potencjalnych nieprawidtowosci lub btedéw w moderacji”?54.

Platforma przyznaje réwniez, ze ,,przemoc, nekanie i podobne zachowania zniechecaja ludzi do wyrazania
siebie, a tym samym zmniejszaja jako$¢ globalnej debaty publicznej”?%®.

X przedstawit ponadto czynniki wptywajace na decyzje dotyczace egzekwowania przepiséw na platformie, do
ktérych naleza nastepujace pytania: czy zachowanie jest skierowane przeciwko osobie, grupie lub kategorii
0séb chronionych? Czy zgtoszenie zostato ztozone przez osobe, ktérej dotyczy naduzycie, czy tez przez osobe
postronna? Czy zgtoszony uzytkownik_uzytkowniczka w przesztosci publikowat tresci naruszajace przepisy,
jaki byt stopien tego naruszenia oraz czy temat zgtoszonego wpisu miesci sie w interesie publicznym?256

Zgodnie z wymogami DSA raporty dotyczace transparentnosci bardzo duzych platform internetowych musza
zawiera¢ dane dotyczace liczebnosci kadry skierowanej do pracy przy moderowaniu z uwzglednieniem tego,
ktérym z jezykéw urzedowych UE postuguja sie¢ pracownicy. W pierwszej partii raportéw, opublikowanej

w listopadzie 2023 roku, ujawniono, ze X zatrudniat tylko jednego moderatora tresci méwiacego po polsku,
a jedynie 8% moderatoréw tresci platformy biegle postugiwato sie jezykiem urzedowym UE innym niz
angielski®®’. W najnowszym raporcie przygotowanym na mocy DSA (w okresie sporzadzania niniejszego
dokumentu, ktéry zaczat powstawac¢ w kwietniu 2025 roku) czytamy, ze X zatrudniat tylko dwéch
polskojezycznych moderatoréw tresci, przy czym dla jednego z nich polski byt drugim jezykiem?58,

X ujawnit w swoim raporcie dotyczacym przejrzystosci, ze gdy pojawia sie potrzeba dodatkowego wsparcia
jezykowego, firma korzysta z narzedzi ttumaczenia maszynowego?>°.

Zdaniem Jakuba Szymika brak odpowiedniej liczby moderatoréw postugujacych sie jezykiem polskim
spowodowat opdznienia w reagowaniu na zgtaszane na platformie szkodliwe tresci:

»Zrobitem to [zgtositem tres¢] kilka razy, ale dopiero gdy zobaczytem tresci dotyczace osoby, ktdra znatem
osobiscie. | nic nie usunigto. Dostatem powiadomienia, ze tres¢ pozostanie na stronie. Nie ma sensu traci¢
czasu na takie rzeczy. Na 8 milionéw uzytkownikéw w Polsce jest tylko jeden moderator polskojezyczny...
Nie mam zaufania do tej platformy... Nie zgtaszam juz takich przypadkéow”?¢°,

Réwniez Mateusz Kaczmarek z Grupy Stonewall nie zauwazyt zadnych skutkéw swojego zgtoszenia:

»Czasem gdy korzystam z Twittera, zgtaszam niektére tweety. Mysle, ze wigkszo$¢ tych zgtoszen niczego nie
zmienia: tamte wpisy nadal wisza, nic sie z nimi nie dzieje”?5!.

Takze Maja Heban powiedziata Amnesty International, ze nie zgtasza juz tresci do X z powodu
niewystarczajacych reakcji platformy:

283 Amaury Trujillo i in., The DSA Transparency Database: auditing self-reported moderation actions by social media,
1 August 2024, Proceedings of the ACM on Human-Computer Interaction, Volume 9, Issue 2, https://dl.acm.org/
doi/10.1145/3711085.

254 X, DSA Transparency Report — October 2024, https://transparency.x.com/dsa-transparency-report.html.
255 Tamze.
256 Tamze.

257 Global Witness, How big tech platforms are neglecting their non-English language users, 30 listopada 2023,
https://www.globalwitness.org/en/campaigns/digital-threats/how-big-tech-platforms-are-neglecting-their-non-english-
language-users/.

258 X, DSA Transparency Report — April 2025, https://transparency.x.com/dsa-transparency-report-2025-april.html.
259 Tamze.
260 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.

261 Wywiad Amnesty International z Mateuszem Kaczmarkiem, 28 lipca 2024.
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nPrzestatam je zgtasza¢ rok temu. Prébowatam na samym poczatku, kiedy Musk przejat serwis. Ale wszyscy
szybko zdali sobie sprawe, ze to juz nie dziata. Chociaz nawet przed Muskiem to nie byta skuteczna metoda.
Czasami zgtaszatam mocno wiralowe tresci, ale wedtug Twittera byty w porzadku. Najobrzydliwsze rzeczy,
jakie mozna sobie wyobrazié, byty w porzadku. Szybko stato sie jasne, ze usunigcie moze grozi¢ najwyzej
postom zawierajgcy CSAM [materiaty przedstawiajace wykorzystywanie seksualne dziecil, ale poza takimi
materiatami mozna napisac¢ dostownie wszystko. | nikt nie wyrzuci tego ze strony”262.

Psycholozka Julia Kata w rozmowie z Amnesty International zauwazyta, ze trudno byto zgtasza¢ rowniez
komentarze pod postami:

»Dostaje sie tam mnéstwo komentarzy. Czasami tatwiej jest po prostu usuna¢ tre$é, zamiast jg akceptowac.
Komentarze bardzo trudno zgtosi¢. Serwisu to po prostu nie obchodzi”?%3,

Piotr Pjotrowicz, gej mieszkajacy w Sosnowcu, uzywajacy X w celach aktywistycznych, powiedziat Amnesty,
Ze jego zdaniem nieodpowiednia moderacja w tym serwisie wpisuje sie w szerszy trend zaniedbywania
potrzeb uzytkownikéw_uzytkowniczek nieanglojezycznych przez platformy technologiczne:

»Mysle, ze jest to problem globalny, a nie tylko polski. W wielu innych krajach tez si¢ tym nie przejmuja
i nie maja wystarczajacej liczby oséb, aby opanowaé aktualna sytuacje”?%.

Chociaz firma X twierdzi, ze kazdy moderator tresci przechodzi kompleksowe szkolenia i kursy uzupetniajace,
nie jest jasne, czy obejmujag one problematyke praw oséb LGBTI. Sposréd wszystkich firm ocenionych
zgodnie z indeksem GLAAD dotyczacym bezpieczenistwa mediéw spotecznosciowych X jako jedyna platforma
nie ujawnita zadnych informacji na temat tego, czy prowadzi szkolenia dotyczace potrzeb uzytkownikéw_
uzytkowniczek LGBTI dla moderatoréw tre$ci?®s. 22 sierpnia 2024 roku Amnesty International zwrdcita sie
do X z pytaniem o typ i poziom szkolen dotyczacych praw oséb LGBTI dostepnych dla moderatoréw tresci
serwisu, jednak nie otrzymata odpowiedzi?®®.

5.6 OPOR PRZED DOSTOSOWANIEM SIE DO PRZEPISOW
| STANDARDOW UE

W 2018 roku poprzednie kierownictwo X (wéwczas dziatajacego pod nazwa Twitter) podpisato dobrowolny
Europejski kodeks postepowania w zakresie dezinformacji?®’. Firma zobowiazata sie¢ tym samym do
podjecia dziatari majacych na celu zwalczanie rozpowszechniania fatszywych informacji w ramach swoich
ustug poprzez ograniczenie przychodéw z reklam powigzanych z takimi informacjami, zwalczanie botéw

i fatszywych kont, zapewnienie konsumentom narzedzi do zgtaszania dezinformacji oraz umozliwienie
badaczom prowadzenia analiz dotyczacych platformy i jej dziatania?®®,

W czerwcu 2022 roku Komisja Europejska przedstawita ulepszong wersje wspomnianego kodeksu i ogtosita
utworzenie Centrum Transparentno$ci majace monitorowac przestrzeganie jego postanowien?®®. Komisja
Europejska ogtosita réwniez, ze przestrzeganie kodeksu bedzie jednym z wymogéw zgodnosci przedsigbiorstw
z DSA?7°, W maju 2023 roku X wycofat sie z dobrowolnego przestrzegania zapiséw kodeksu, wchodzac

w spér z Komisja Europejska, ktéra uznata to za , konfrontacje”?’. W tym samym czasie Elon Musk
utrzymywat, ze od momentu przejecia przez niego X na platformie jest mniej dezinformacji niz przedtem?’2.

262 \Wywiad Amnesty International z Maja Heban, 20 lipca 2024.

263 Wywiad Amnesty International z Juliag Kata, 29 lipca 2024.

264 Rozmowa wideo Amnesty International z Piotrem Pjotrowiczem, 7 sierpnia 2024.

265 GLAAD, Social Media Safety Index; X, DSA Transparency Report — October 2024.

266 Pismo Amnesty International skierowane do firmy X, 22 sierpnia 2024.

267 Tech Crunch, Elon Musk takes Twitter out of the EU’s Disinformation Code of Practice.
268 Tamze.

269 Tamze.

270 Tamze.

271 BBC News, Twitter pulls out of voluntary EU disinformation code; Tech Crunch, Elon Musk takes Twitter out of the
EU’s Disinformation Code of Practice; Euronews, Twitter has chosen , confrontation” with Brussels over disinformation
code of conduct, 5 czerwca 2023, https://www.euronews.com/my-europe/2023/06/05/twitter-has-chosen-
confrontation-with-brussels-over-disinformation-code-of-conduct.

272 BBC News, Twitter pulls out of voluntary EU disinformation code.
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X zostat juz wczes$niej objety pierwszym w historii dochodzeniem prowadzonym na podstawie przepiséw
DSA?73, W grudniu 2023 roku Komisja Europejska wszczeta postepowanie w sprawie uchybieri X po
otrzymaniu wielokrotnych skarg, ze platforma nie podejmuje wystarczajacych dziatan w celu ograniczenia
rozprzestrzeniania dezinformacji i mowy nienawisci w internecie®’*. Wszczeto cztery dochodzenia

w sprawie nieprzestrzegania przez X unijnych przepiséw dotyczacych przeciwdziatania nielegalnym
tre$ciom i dezinformacji, a takze przepiséw dotyczacych przejrzystosci w zakresie reklam i dostepu
badaczy do danych?’5. W lipcu 2024 roku Komisja Europejska przekazata X wstepna opinig, ze platforma
narusza przepisy DSA w obszarach zwigzanych z tak zwanymi ciemnymi praktykami (nieuczciwymi
technikami stosowanymi przez platformy internetowe w celu manipulowania zachowaniami uzytkownikéw_
uzytkowniczek, czesto bez ich wiedzy lub zgody), transparentnoscia reklam oraz dostepem badaczy do
danych?’6. Podobno Elon Musk czesto okre$lat DSA mianem ,narzedzia cenzury”.?”’

W kwietniu 2025 roku Komisja Europejska podata do wiadomosci, ze rozwaza natozenie na X wysokiej
grzywny za naruszenie przepiséw DSA. Ponadto zazadata od X zmian w sposobie funkcjonowania?’®. Nadal
istnieje mozliwo$¢, ze UE i X osiggng porozumienie, o ile firma zgodzi sie na zmiany, ktére rozwiejg obawy
organu regulacyjnego®’®.

Firma X zareagowata na doniesienia mediéw o zblizajacej sie grzywnie, publikujac o$wiadczenie, w ktérym
okreslita potencjalne dziatania egzekucyjne wobec niej ,,bezprecedensowym aktem cenzury politycznej
i atakiem na wolno$¢ stowa’2%°,

Dorota Gtowacka, ekspertka ds. rzecznictwa i spordw sadowych z Fundacji Panoptykon, polskiej organizacji
pozarzadowej zajmujacej sie prawami cyfrowymi, liczy na skutecznos$¢ tej drogi wyegzekwowania od X
zgodnosci z DSA:

»Uwazamy, ze to jedyny skuteczny sposéb, bo inne Srodki — samoregulacje, kodeksy postepowania,
wszelkiego rodzaju rozwigzania — juz wyprébowaliSmy. Okazaty sie po prostu nieskuteczne, nie przyniosty
zadnych istotnych zmian”28!,

3.7 PROBLEMY SYSTEMOWE

Chociaz od czasu przejecia firmy przez Elona Muska w 2022 roku X podlega wzmozonej obserwacji organéw
Unii Europejskiej, nalezy zauwazy¢, ze nawet przed zmiana wtasciciela firma X (wéwczas znana jako Twitter)
byta czesto krytykowana za niewtasciwe monitorowanie tresci potencjalnie szkodliwych, w tym tresci, ktére
spetniaja znamiona TFGBV?%2,

W 2018 roku Amnesty International stwierdzita, ze X nie przestrzega praw kobiet w internecie, gdyz
niewtasciwie reaguje na przypadki naduzy¢ wobec nich online. Odnotowano, ze najbardziej narazone na
przemoc na platformie byty kobiety niebiate, kobiety nalezace do mniejszosci etnicznych lub wyznaniowych,
lesbijki, kobiety biseksualne i transptciowe, osoby niebinarne oraz kobiety niepetnosprawne?®. Badania
wykazaty, ze nawet w 2018 roku liczbe szkodliwych tresci obecnych w serwisie X postrzegano jako wieksza
niz na innych platformach.

273 Politico, X vs. EU: Elon Musk hit with probe over spread of toxic content, 18 grudnia 2023, https://www.politico.eu/
article/elon-musks-x-probed-by-eu-for-failing-to-curb-toxic-content/.

274 Tamze.
275 Tamze.

276 Komisja Europejska, Commission send preliminary findings to X for breach of Digital Services Act, 12 lipca 2024,
https://ec.europa.eu/commission/presscorner/detail/en/ip_24_3761.

277 Tech Policy Press, Understanding the EU'’s Digital Services Act Enforcement Against X, 5 kwietnia 2025,
https://www.techpolicy.press/understanding-the-eus-digital-services-act-enforcement-against-x/.

278 New York Times, E.U. prepares major penalties against Elon Musk’s X, 3 kwietnia 2025, https://www.nytimes.
com/2025/04/03/technology/eu-penalties-x-elon-musk.html.

279 Tamze.

280 Global Government Affairs, post na platformie X, 4 kwietnia 2025, https://x.com/GlobalAffairs/
status/1907963263419297893.

281 Wywiad Amnesty International z Dorota Gtowacka, 29 lipca 2024.
282 The Independent, How Twitter became a far-right misinformation for the riots — and how it could be saved.

283 Amnesty International, Toxic Twitter — a toxic place for women, 21 marca 2018, https://www.amnesty.org/en/latest/
research/2018/03/online-violence-against-women-chapter-1-1/.
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Jessica Valenti, amerykariska dziennikarka i pisarka, powiedziata w wywiadzie przeprowadzonym w ramach
projektu Amnesty International: , [szkodliwe] Tresci na wszystkich platformach wydaja sie¢ do$¢ podobne, ale
tym, co wyr6znia Twittera, jest ich ogromne natezenie’284,

W tym samym 2018 roku Amnesty International przeprowadzita badania dotyczace platformy X, aby
pozna¢ skale publikowania na niej tresci obrazliwych, skierowanych przeciwko dziennikarkom i kobietom
zajmujacym sie polityka?®®. W momencie przeprowadzania badan jeden na 10 tweetéw przeanalizowanych
przez Amnesty International dotyczacych czarnych polityczek i dziennikarek z Wielkiej Brytanii i Stanéw
Zjednoczonych zawierat tresci obraZliwe lub budzace zastrzezenia?®®. Wyniki te sktonity Amnesty
International do scharakteryzowania serwisu X jako ,,przestrzeni, w ktérej rasizm, mizoginia i homofobia
moga sie pleni¢ praktycznie bez ograniczen”?®’,

Brak transparentnosci byt problemem w dziatalno$ci X na dtugo przed przejeciem platformy przez Elona
Muska. W 2018 roku Amnesty International wielokrotnie zwracata si¢ do firmy o opublikowanie danych
dotyczacych skali i charakteru naduzyé¢ na platformie, ale présb nie spetniono?®®. Amnesty International
zalecita nastepnie, aby Twitter zaczat dziata¢ w sposéb transparentny w zakresie sposobu wykorzystywania
uczenia maszynowego do wykrywania naduzy¢ oraz upublicznit dane techniczne algorytméw, na ktérych
opiera swoja dziatalno$¢"28°.

W raporcie z kolejnych badan, ktérych wyniki opublikowano w 2020 roku, Amnesty International stwierdzita,
ze chociaz od 2018 roku firma X poczynita pewne postepy w rozwigzywaniu problemu przemocy i naduzyé
wobec kobiet w internecie, to nadal nie wywiazuje sie z obowiazkéw w zakresie przestrzegania praw
cztowieka oraz musi podja¢ dalsze dziatania w celu ochrony praw kobiet online?°,

5.7.1 POWSZECHNOSC PRZEMOCY ZE WZGLEDU NA PLEC WSPOMAGANE) TECHNOLOGICZNIE
W SERWISIE X W 2025 ROKU

Przemoc ze wzgledu na pte¢ wspomagana technologicznie na platformie X jest problemem globalnym.
Analiza naukowa z 2023 roku dotyczaca homofobii i transfobii w tym serwisie wykazata powszechne
stosowanie jezyka anty-LGBTI| we wszystkich siedmiu badanych jezykach?°'. Badanie pokazato, ze pomimo
stosowania automatycznych systemdéw wykrywania mowy nienawiéci na platformie X nadal pojawia sie
znaczna liczba treéci anty-LGBTI2%2,

Z badania ilo$ciowego przeprowadzonego przez Amnesty International na platformie X w Polsce w 2025 roku
wynika, ze tresci obrazliwe, w tym te o charakterze TFGBV, pozostaja powaznym problemem serwisu. Analiza
préby obejmujacej 1387 wpiséw wskazuje na to, ze tresci homofobiczne i transfobiczne sa na X bardzo
rozpowszechnione, zwtaszcza w feedach kont obserwujacych politykdw_polityczki, ktérzy nie popieraja praw
0séb LGBTI. Przy metodologii przyjetej przez Amnesty International prawie 4% tweetéw wyswietlanych

w feedach takich kont miato charakter homofobiczny lub transfobiczny, a ponad 25% wszystkich tweetéw
zwiagzanych z LGBTI, ktére zobaczyty te konta, miato charakter homofobiczny lub transfobiczny (patrz: Rys.
2 ponizej). Dla poréwnania za homofobiczne lub transfobiczne uznano tylko 1,2% tweetéw sklasyfikowanych
przez konta marionetkowe z grupy ,,Petne prawa” (ktére obserwowaty politykéw_polityczki popierajacych
rownouprawnienie oséb LGBTI), co stanowito 11% wszystkich tresci zwigzanych z LGBTI, ktére zobaczyli
uzytkownicy_uzytkowniczki tych kont.

28¢ Tamze.

285 Amnesty International, Crowdsourced Twitter study reveals shocking scale of online abuse against women, 18 grudnia
2018, https://www.amnesty.org/en/latest/press-release/2018/12/crowdsourced-twitter-study-reveals-shocking-scale-of-
online-abuse-against-women/.

286 Tamze.
287 Tamze.
288 Tamze.
289 Amnesty International, Crowdsourced Twitter study reveals shocking scale of online abuse against women.

2% Amnesty International, Twitter’s Scorecard: Tracking Twitter’s Progress in Addressing Violence and Abuse
Against Women Online, Index: AMR 51/2993/2020, 22 wrze$nia 2020, https://www.amnesty.org/en/documents/
amr51/2993/2020/en/.

291 Davide Locatelli i in., A cross-lingual study of homotransphobia on Twitter, 2023; Proceedings of the First Workshop
on Cross-Cultural Considerations in NLP (C3NLP), ACL Anthology, https://aclanthology.org/2023.c3nlp-1.3/.

292 Davide Locatelli i in., A cross-lingual study of homotransphobia on Twitter.
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@V Rys. 2.

odsetek wyswietlonych tresci
zwigzanych z osobami LGBTI,
sklasyfikowanych jako homofobiczne
lub transfobiczne

odsetek wszystkich wyswietlonych
GRUPA tresci sklasyfikowanych jako
homofobiczne lub transfobiczne

ZWIAZKI PARTNERSKIE 0 0
PEENE PRAWA 1,2 11
OGRANICZENIE PRAW 3,7 28
NIEJEDNOZNACZNE 0,5 23

W pierwszej kolejnosci Amnesty International przeanalizowata rozktad procentowy wszystkich zgromadzonych
tweetéw pod katem ich zwiazku z kwestiami LGBTI. Korzystajac z listy stéw kluczowych?®3, organizacja
stwierdzita, ze okoto 0,6% ogétu tweetdw wyswietlonych w feedach wszystkich 32 kont marionetkowych
dotyczyto kwestii LGBTI. Chociaz przektada sig¢ to tylko na jeden na 1700 wpiséw, nalezy pamietac,

ze jest to Srednia z wszystkich tresci zebranych zaréwno z algorytmicznie generowanej osi czasu ,,Dla
Ciebie”, jak i z osi czasu ,,Obserwowani” uporzadkowanej chronologicznie. Poniewaz konta marionetkowe
obserwowaty wytacznie politykédw_polityczki i nie wchodzity w interakcje z zadnymi treSciami na platformie,
mozna wywnioskowa¢, ze kwestie LGBTI pozostajg istotnym tematem dyskusji na X w Polsce, a przecietny
uzytkownik_przecigtna uzytkowniczka, ktorzy regularnie wchodza w interakcje z politykami_polityczkami,
przy kazdym logowaniu sie na X zobacza tresci zwigzane z LGBTI.

W ramach analizy podgrup konta marionetkowe z grupy ,,Petne prawa” (osoby $ledzace politykéw i polityczki
popierajacych prawa oséb LGBTI) odnotowaty $rednio dwukrotnie wiecej tresci zwigzanych z LGBTI (okoto
1,6%) w poréwnaniu z trzema pozostatymi podgrupami (okoto 0,8%). Oznacza to, ze byty one najbardzie;
eksponowane na tresci zwigzane z LGBTI, co ilustruje Rys. 3 umieszczony ponizej. Zjawisko to byto
najbardziej widoczne miedzy piatym a dziesigtym dniem badania, co zbiegto si¢ w czasie z przyjeciem przez
polski rzad nowych przepiséw dotyczacych mowy nienawisci.

¥ RYS. 3 ODSETEK TWEETOW ZAWIERAJACYCH StOWA KLUCZOWE
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293 Na liscie znalazty sie nastepujace okreslenia: LGBT, queer, gender, homo, gej, lesbijka, osoby tej samej ptci, lesbij,
parada réwnosci, trans, lesb, lezb, ptciow, pteé, plci, hetero, cispl, pedat, ciot, niebnarn, interseks, fembo.
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Analiza komentarzy zebranych przez konta marionetkowe Amnesty International pod wpisami dotyczacymi
kwestii LGBTI wykazata, ze 26,8% z tych reakcji miato charakter homofobiczny lub transfobiczny. Co
ciekawe, z analizy Amnesty International wynika, ze odsetek ten byt szczegdlnie wysoki w komentarzach

i odpowiedziach na tweety wyswietlone w feedach kont z podgrupy ,,Petne prawa”. Taki wynik sugeruje, ze
tweety popierajace prawa oséb LGBTI otrzymaty znacznie wigkszg liczbe homofobicznych i transfobicznych
odpowiedzi niz inne tweety z badanej préby.

9.7.2 WZMOCNIENIE ALGORYTMICZNE | WYZWANIA ZWIAZANE Z POMIAREM

Jak wyjasniono w rozdziale ,,Metodologia”, badanie ilosciowe Amnesty International miato ustali¢, w jakim
stopniu, o ile w ogble, X zwigkszat widoczno$¢ tresci anty-LGBTI. Dato sig to ustali¢, poniewaz interfejs X
umozliwia tatwe zestawienie kanatéw ,,Dla ciebie” i ,,Obserwowane”.

Jak piszemy w rozdziale ,,Metodologia”, badanie iloSciowe opierato sie na wykorzystaniu kont
marionetkowych, ktére $ledzity konta polskich politykéw_polityczek na X. Konta marionetkowe nie wchodzity
w interakcje z zadnymi treSciami, zeby nie wzmacnia¢ tresci potencjalnie szkodliwych. W zwiazku z tym
badanie nie pozwalato na zmierzenie wptywu interakcji z takimi tre$ciami na algorytmiczne selekcjonowanie
lub wzmacnianie tre$ci®®*. W toku niniejszego badania iloSciowego, przy jego wymienionych wyzej
ograniczeniach i opierajac sie wytacznie na obserwacji kont, nie znalezliSmy zadnych dowoddéw na
algorytmiczne wzmacnianie tresci zwigzanych z osobami LGBTI lub tresci anty-LGBTI.

Algorytmiczna o$ czasu ,,Dla Ciebie” pokazuje mniej tweetéw zwigzanych z LGBTI niz o$ ,,Obserwowani”.
Mozna z tego wywnioskowaé, ze politycy obserwowani przez konta marionetkowe, niezaleznie od ich
przynaleznosci partyjnej czy stanowisk w kwestiach spotecznych, publikowali wiecej postéw na temat LGBTI,
niz kontom marionetkowym podsuwat algorytm, co nie $wiadczy jednak o istotnej amplifikacji tych tresci.
Ponadto w okresie objetym badaniem Sad Najwyzszy w Polsce wydat przetomowe orzeczenie znoszace
wymog udziatu rodzicéw oséb transptciowych w postepowaniach sadowych dotyczacych korekty danych

w aktach stanu cywilnego: wydarzenie to mogto sprowokowaé politykéw_polityczki do publikowania wpiséw
na temat praw oséb LGBTI.

Ponizszy Rysunek 4. przedstawia wyniki eksperymentu dotyczacego osi czasu ,,Obserwowani” i ,Dla Ciebie”.
Nie zawarto w nim podziatu wynikéw na podgrupy, ale ustalenia sa sp6jne we wszystkich czterech grupach.

@ ¥ RYS. 4 ODSETEK TRESCI ZWIAZANYCH Z OSOBAMI LGBTI NA OSI CZASU ,,OBSERWOWANI”
W POROWNANIU Z OSIA ,,DLA CIEBIE”

odsetek tresci

0S CZASU odsetek tresci anty-LGBTI Sk#isn%]l?g;igﬁhl diko odsetek tresci pro-LGBTI
transfobiczne

OBSERWOWANI 3,7 2,3 2,5

DLA CIEBIE 0,6 0,5 1,8

Chociaz doktadne wspétczynniki wazenia i wewnetrzne dziatanie systemu rekomendacji X pozostaja
nieznane, wspotczynniki ujawnione w publicznie dostepnym kodzie tegoz systemu (oméwionym bardziej
szczegbtowo w rozdziale 7.) wskazuja na to, ze platforma nadaje wysoki priorytet tre$ciom na osi czasu ,,Dla
Ciebie”, ktére wedtug systemu rekomendacji moga wzbudzi¢ zainteresowanie uzytkownikdéw_uzytkowniczek,
a zwtaszcza sktoni¢ ich do napisania komentarza. Zwazywszy na fakt, ze konta marionetkowe nie wchodzity
w interakcje z wpisami ani nie reagowaty na nie, Amnesty International wysuneta robocza hipotezg, ze
samo $ledzenie kont o okreslonych pogladach na tematy polityczne lub spoteczne nie wystarcza ani zeby
przywabi¢ uzytkownikéw_uzytkowniczki do tresci, ani zeby zmierzy¢ stopien amplifikacji.

Prawdopodobnie algorytm systemu rekomendacji zaczatby w znaczacym stopniu podsuwaé kontom
okreslone tresci dopiero w sytuacji, gdyby konta wchodzity w interakcje z podobnymi tresciami, udostepniaty

294 Selekcja algorytmiczna odnosi sie do zautomatyzowanego procesu wybierania i organizowania tresci online za pomoca
algorytméw. Wzmacnianie algorytmiczne odnosi sie do tendencji algorytméw do zwigkszania widoczno$ci niektérych
rodzajéw tresci i ograniczania innych, czesto w oparciu o domniemane zainteresowania uzytkownikéw platformy.
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je, zostawiaty polubienia lub komentowaty. Biorac pod uwage ryzyko etyczne zwigzane z amplifikacja
szkodliwych tresci, Amnesty International postanowita nie podejmowac takich dziatai w ramach
niniejszego badania. Okoliczno$¢ ta stanowi jednak wyzwanie dla przysztych analiz zjawiska wzmacniania
algorytmicznego w serwisie X.

Nawet przy niedoskonatosciach metodologii eksperymentu ilosciowego badacze Amnesty International
zdotali znalez¢ dowody na to, ze tresci zwiazane z kwestiami LGBTI sg nadal powszechne na X, ze znaczna
cze$¢ wpiséw zwiazanych z kwestiami LGBTI zawiera tresci homofobiczne i transfobiczne (zaréwno

w postach, jak i w reakcjach na nie) oraz ze uzytkownicy_uzytkowniczki $ledzacy politykéw_polityczki,
ktérzy popieraja prawa oséb LGBTI, sg najbardziej narazeni na takie reakcje. Powszechnos$¢ tych tresci ma
duzy i negatywny wptyw na osoby LGBTI, ktére mieszcza sie w tej kategorii. Kwestia ta zostanie oméwiona
bardziej szczegétowo w nastepnym rozdziale.
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6. MIEC SIE NA BACZNOSCI: WPLYW
PRZEMOCY ZE WZGLEDU NA PLEC
WSPOMAGANEJ TECHNOLOGICZNIE
NA 0SOBY LGBTI

»Trudno mi o tym méwi¢, bo cate moje zycie kreci sie
wokot takich sytuaciji. Dlatego ciagle musze mie¢ sie na
bacznosci”?*.

Jak wykazano powyzej, X odegrat kluczowa role w normalizacji retoryki, ktéra dehumanizuje spoteczno$¢
LGBTI w Polsce, oraz wynikajacej z niej ,,odgérnej polaryzacji”, ktéra trwa w polskim spoteczeristwie
pomimo zmiany rzadu. W niniejszym rozdziale przedstawiono pie¢ historii oséb LGBTI, ktére doswiadczyty
przemocy na tle seksualnym i przemocy w sieci — w tym grézb przemocy, ngkania online, doxingu
(udostepniania w sieci w ztej wierze prywatnych lub umozliwiajacych identyfikacje informacji o konkretnej
osobie) oraz ukierunkowanej nienawisci na platformie X. Osoby te opisuja takze, jak te doswiadczenia
wptynety na ich zdolno$¢ do swobodnego wyrazania siebie, funkcjonowanie bez dyskryminacji i poczucie
bezpieczenstwa w polskim spoteczenistwie. Przedstawione przypadki nie wyczerpuja probleméw, z jakimi
borykaja sie osoby LGBTI w zwiagzku z TFGBY, ale dobrze ilustruja role platformy X w normalizacji nastrojéw
anty-LGBTI w Polsce oraz rozmaite skutki tego zjawiska.

6.1 HISTORIA ALEKSANDRY HERZYK

Aleksandra Herzyk jest aseksualng kobieta mieszkajaca w Krakowie, drugim co do wielko$ci miescie

w Polsce. Jest autorka komikséw i pisarka, ktéra za pomoca mediéw spotecznos$ciowych prezentuje swoje
prace oraz zwigksza $wiadomos$¢ na temat praw cztowieka i sprawiedliwosci spotecznej. Przestata korzystaé
z X po doswiadczeniu TFGBV na tej platformie — na poczatku 2024 roku trwale usuneta swoje konto.

Aleksandra pisata na X o swojej aseksualnosci, w nadziei ze pomoze mtodszym osobom tej samej orientacji.
Powiedziata Amnesty International, ze reakcje na jej posty dotyczace aseksualnosci na X byty ,,bardzo, ale
to bardzo agresywne”?%. Jednakze wpis, ktéry wywotat trwajaca pottora roku skierowana wobec Aleksandry
kampanie nienawisci w latach 2023-2024, dotyczyt jej doswiadczen zwigzanych z operacja zmniejszenia
piersi. Aleksandra udostepnita Amnesty International przyktadowe zrzuty ekranu tamtych reakcji.

Za sprawa wpiséw o zabiegu niektérzy uzytkownicy_uzytkowniczki X zaczeli uwazaé Aleksandre za
transkobiete. W rezultacie Herzyk stata sie celem transfobiczne' nienawisci. Jak powiedzia’ra Amnesty
International, poczatkowo komentarze wydawaty sig jej zabawne, ale szybko doszto do niej, jak powaznym
problemem jest mowa nienawisci:

»Z jednej strony to wszystko byto Smieszne, ale wiedziatam, ze skupiam na sobie hejt wymierzony w osoby
transptciowe. Czasami ludzie zyczyli mi naprawde okropnych rzeczy. Niektérzy pisali, ze jesli zobaczg mnie
na sitowni lub gdziekolwiek indziej, to potamia mi kosci. Albo Ze chca, aby kto$ mnie zabit"2%7.

2% Rozmowa wideo Amnesty International z Alim (pseudonim), 26 lipca 2024.
2% Wywiad Amnesty International z Aleksandra Herzyk, 27 lipca 2024.
297 Wywiad Amnesty International z Aleksandra Herzyk, 27 lipca 2024.
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Aleksandra zgtosita kilka skrajnych przypadkéw hejtu, z jakim spotkata sig¢ na X, w tym komentarze
sugerujace, ze osoby transptciowe powinny odbiera¢ sobie zycie — ale reakcje serwisu byty niekonsekwentne.
Niektére posty usunieto, inne, zawierajgce réwnie grozne wezwania do przemocy, pozostaty na X.

Herzyk powiedziata Amnesty International, ze dopiero po opuszczeniu serwisu X zdata sobie sprawe, jaki
wptyw na jej samopoczucie miato doswiadczenie TFGBV:

»Bytam ciagle gotowa do dowcipnych, sarkastycznych odpowiedzi, ktére byty bardzo nieprzyjemne.
Myslatam, ze dobrze si¢ bawie, i w pewnym sensie tak byto. Ale kiedy wylogowatam sie z Twittera,
pomyslatam: to nie byta gra warta Swieczki. Nie byto warto poswigca¢ na to czasu. Wiesz co, czytasz rézne
wypowiedzi na swdj temat, rzeczy, ktére nie sg prawda, ale jako$ zostaja ci w gtowie. To jak kara tysigca
cigc”?%,

6.2 HISTORIA ALEGO

Ali jest 24-letnig osoba niebinarna mieszkajaca w Warszawie; uzywa zaimkdw on/jego. Jest aktywista
aborcyjnym; korzysta z mediéw spotecznosciowych, aby publikowaé posty na temat swojego zycia jako osoby
niebinarnej w Polsce. Kupuje przeznaczone dla transptciowej mtodziezy bandaze na klatke piersiowa, tak
zwane bindery, oraz wspétpracuje z kolektywem, ktéry udostepnia antykoncepcje awaryjna. Chociaz Ali nie
korzystat z X w ramach swojej dziatalnosci aktywistycznej, wigkszo$¢ tresci spetniajacych znamiona TFGBY,
ktérych doswiadczyt, pochodzita wtasnie z tej platformy.

Ali nastepujaco opisat wptyw doswiadczania TFGBV na swoje poczucie bezpieczenstwa:

»Gdy w internecie jest wigcej mowy nienawisci, ludzie staja si¢ na nig bardziej podatni. | zazwyczaj maja
wigcej odwagi, aby wciela¢ ja w Zycie”>*°.

Ali zauwazyt, ze internetowe ataki na spoteczno$¢ LGBTI nasility sie w 2019 roku:

»Mysle, ze wiele aktéw homofobii zaczeto sie w 2019 roku z powodu kampanii prezydenckiej. Wielu
politykéw méwito publicznie lub w internecie, ze nie jestesmy ludzmi, tylko jakas ideologia. Ze nie jestesmy
prawdziwymi ludzmi. ZostaliSmy zdehumanizowani. Co wiecej: jesli takie stowa padaja z ust przedstawicieli
wiadz, powstaje atmosfera przyzwolenia, ludzie mysla, ze moga tak postepowaé. Ze to jest dozwolone.

A czasami nawet nagradzane3.

Ali stwierdzit, ze stat sie celem atakéw po tym, jak publicznie wypowiedziat si¢ na temat kwestii LGBTI30L,
Opowiedziat Amnesty International o tym, jak padt ofiarg TFGBV w 2020 roku, kiedy jako student zabrat
gtos podczas protestéw na swojej uczelni. Protesty wybuchty po tym, jak uczelnia zaostrzyta zasady
dotyczace uzywania przez studentéw wybranych przez nich imion i zaimkéw.

»opotkatem sig z ogromna nienawiscia. Oni [osoby stosujace przemoc w internecie] znalezli mnie réwniez na
Facebooku i Instagramie, pisali do mnie. Widziatem na Twitterze, jak zmawiali si¢ ze soba. Pisali: ,,Okej, to jest
jej [sic] profil. Dobra, napiszmy cos$”. A pisali, Ze jak pojawie si¢ na uczelni i mnie zobacza, to mnie zgwatca,
pobija, zabija. Ze powinienem zrezygnowaé ze studiéw, bo nikt nie chce tu takiego zboczerica. Wszystko to
znalazto sie w moich prywatnych wiadomosciach’32,

W pewnym momencie Ali padt ofiara doxingu, na X upubliczniono miedzy innymi dane jego pracodawcy:
»Jacy$ ludzie przyszli do mnie do pracy, wrzeszczeli na mnie, byli naprawde agresywni”3%.
Na X udostepniono réwniez dane rodziny Alego:

»Znalezli informacje o mojej matce i jej konto na Facebooku. Nie ujawnitem sie [przed rodzinal, bytem
studentem, finansowo zaleznym od rodziny. Ci ludzie napisali do moich rodzicéw: »Czy wiecie, co wasza
corka [sic] robi w sieci?« . | wysfali im zrzuty ekranu z informacjami, ktére umieszczatem w sieci na swéj
temat”3%4,

298 Tamze.
299 Rozmowa wideo Amnesty International z Alim (pseudonim), 26 lipca 2024.
300 Tamze.
301 Tamze.
302 Tamze.
303 Tamze.

304 Tamze.
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W czasie atakéw Ali usunat konto na X, byt wiec zdany na informacje od przyjaciét o grozbach nadal
kierowanych pod jego adresem na platformie:

»Po prostu wysytali mi rézne rzeczy i pisali: »Hej, Ali, nie wiem, czy chcesz to oglada¢, ale w poscie na
Twitterze kto$ pisze, ze chce ci zrobi¢ krzywde. Mysle, ze powiniene$ o tym wiedzie¢«. Miatem konto na
Twitterze przez jakie$ dwa miesiace, ale zalew nienawisci byt po prostu przyttaczajacy”3°s.

Ali uwazat, ze musi by¢ na biezaco z nienawistnymi tres$ciami:

»Czutem, ze jesli nie przeczytam tego, co pisza, nie bede gotowy na ich nastgpny ruch. Uwazatem wigc, ze
musze sie na to [te tresci] wystawic¢”3%.

Ali wiedziat, ze jego znajomi zgtosili treSci zawierajace jego dane osobowe do serwisu X, ale posty nie zostaty
usuniete.

Opisat tez uporczywe poczucie niepokoju, ktére towarzyszy mu od czasu tamtego doswiadczenia:

»Musze ciagle mie¢ si¢ na bacznosci™’.

6.3 HISTORIA MAGDY DROPEK

Magda Dropek to 42-letnia aktywistka LGBTI, ktéra niedawno przeprowadzita sie do Warszawy z Krakowa.
0d 2011 roku dziata w $rodowiskach aktywistéw LGBTI. W 2020 roku Magda zaangazowata sie tez w polski
ruch na rzecz prawa do aborcji. Wspétorganizowata protesty w Krakowie i zaczeta mocniej angazowac sie

w ruch na rzecz praw cztowieka, podchodzac do nich intersekcjonalnie. W lutym 2024 roku podjeta prace
w Departamencie ds. Réwnego Traktowania przy Kancelarii Prezesa Rady Ministréw.

Magda wyjasnita Amnesty International, ze korzysta z X przede wszystkim dlatego, ze jest to wazne
narzedzie w jej dziatalnosci aktywistycznej:

»Aktywizm queerowy i polityczny prowadze gtéwnie na Twitterze. Wiem, jak wazna funkcje komunikacyjna
i aktywistyczna petni to narzedzie... | jak wazne jest przy méwieniu o tym, co sie robi i dlaczego, oraz
mobilizowaniu ludzi. Bo tworzenie i organizowanie spotecznosci zawsze byto waznym elementem mojej
dziatalnosci lokalnej 3%,

Magda opisata X jako przestrzen, w ktérej spoteczno$¢ LGBTI spotyka sie z ogromng nienawiscia:

»Wczesniej byt to raczej publiczny, czysty hejt wymierzony w osoby queer. Czytato si¢ o sobie najgorsze
rzeczy tylko dlatego, ze jest sie osoba queer lub aktywistka LGBTI. Jednak od dwdch lat hejt stat sie bardziej
osobisty. Teraz chodzi bardziej o to, jak wygladasz, jak sie prezentujesz, jak méwisz. Chodzi bardziej o to,
Zeby cie upokorzy¢”3®,

Wedtug Magdy problemem na X sa nie tylko tresci anty-LGBTI, lecz takze ataki na aktywistow tej
spotecznosci, ktérzy zabierajg gtos w serwisie:

»Z mojego doswiadczenia wynika, ze jesli pisze [lub piszemy] o tematach queer, bardzo czgsto méj tweet
ma 30, 40 polubien lub pie¢ komentarzy, a dzien lub kilka godzin p6zniej pojawia si¢ okoto 500 nowych
komentarzy [anty-LGBT]"31°.

Dropek opowiedziata Amnesty International o swoim doswiadczeniu zwigzanym z opublikowaniem tweeta
wyrazajacego poparcie dla ruchéw Black Lives Matter i Women'’s Strike, ktéry $ciggnat na nig tysiace
nienawistnych komentarzy, a nawet grozby telefoniczne:

»Czutam zagrozenie w realu. Zwtaszcza przez te telefony. Mysle jednak, ze statam sig¢ dzigki temu bardziej
swiadoma tego, co méwie, pisze oraz dlaczego to robie. Chwilami tapatam sie na mysli: »a moze lepiej tego
nie pisa¢ lub nie méwié«, bo moje stowa moga zosta¢ wykorzystane przeciwko mnie i wywotac kolejna fale
nienawisci”3!!.

305 Tamze.
306 Tamze.
307 Tamze.
308 Wywiad Amnesty International z Magda Dropek, 24 lipca 2024.
309 Tamze.
310 Tamze.

311 Tamze.
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Magda ttumaczy, ze jej zdaniem uporczywe zjawisko TFGBV na platformie X nie pozwala cztonkom
spotecznosci LGBTI na petne korzystanie z prawa do wolnosci wypowiedzi:

,»Chodzi gtéwnie o uciszanie i pokazanie nam, ze to nie jest nasze miejsce. Naszym miejscem jest milczenie,
niewidocznos¢. A nie bycie zaangazowanym, nie podejmowanie dziatan, zwtaszcza aktywistycznych3!2.

6.4 HISTORIA MAI HEBAN

Maja Heban to 34-letnia transkobieta mieszkajaca w Warszawie. Od 15 lat publicznie przyznaje sie do
swojej transtozsamosci. Aktywnos$¢é w ruchu LGBTI rozpoczeta w 2019 roku, wzieta wtedy udziat w protescie
przeciwko homofobii w mediach spotecznosciowych podczas wyboréw prezydenckich, w ktérym ludzie
uzywali hashtagu #IMLGBT, aby zbiorowo ujawni¢ swojg tozsamos$é. Maja publikuje komentarze na temat
mediéw spotecznosciowych i praw os6b transptciowych. X to jedna z gtéwnych platform, z ktérych korzysta
W pracy.

Maja zauwaza, ze poziom nienawisci na X od kilku lat jest niezwykle wysoki:

»Wydaje mi sie, ze nawet przed przejeciem serwisu przez Elona Muska moderacja i zgtaszanie prawie

w ogéle nie dziataty. Pamigtam, Ze wiele razy robitam raban, zgtaszatam wyjatkowo negatywne, petne
nienawisci tresci. Nie podejmowano zadnych dziatan, nie dato si¢ usunaé¢ tych komentarzy. Nie chodzito
nawet o blokowanie uzytkownikoéw, ale konkretnych tweetéw o tym, ze powinnam sie zabic¢”3!3,

Maja wyjasnia Amnesty International, ze X odgrywa w Polsce role waznej platformy politycznej, w rezultacie
czego nadal korzysta z niej wielu aktywistéw_aktywistek, w tym ona sama, pomimo Ze doznaje tam przemocy
ze wzgledu na pte¢ (TFGBV).

Maja uwaza, ze X tworzy Srodowisko, w ktérym coraz bardziej dopuszczalne sg nastroje anty-LGBTI. Opisata
niektore tresci skierowane przeciwko spotecznosci LGBTI:

»Mozna powiedzie¢ wszystko — porownywac osoby LGBT do zwierzat, gwaftcicieli, pedofilow. Wszystko
uchodzi3!4,

Maja stwierdzita, ze ogrom nienawisci, z jaka sie spotkata, w pewnym stopniu ja znieczulit:

»Poniewaz tak otwarcie méwie o sobie, wszelka nienawis¢, obrazliwe wypowiedzi, misgenderowanie czy
deadnaming traktuje po prostu jako cze$¢ zycia. Od czasu do czasu zastanawiam sie: przeciez niektérzy
ludzie nie zyja w ten sposdb, prawda? By¢ moze otwarcie méwig o swojej transtozsamosci, ale zarazem nie
spodziewaja sie, ze codziennie beda stysze¢ o sobie taki hejt. Nie spodziewaja sie, ze obcy ludzie beda im
codziennie méwic, zeby sie zabili. MozZe nie powinnam sig¢ do tego przyzwyczaja¢’3'5.

Maja opisata Amnesty International szczegdlnie razacy przyktad transfobii na platformie X: w 2022 roku
zdjecia z grupy wsparcia os6b trans na Facebooku zostaty opublikowane na platformie X przez aktywiste
antytrans:

»Wkradt sie [do grupy] i pobrat zdjecia wynikéw mastektomii mtodego transmezczyzny, ktéry pozowat

z bliznami po operacji. Aktywista zanonimizowat zdjecia, ale w zasadzie opublikowat je na Twitterze.
Napisat, ze »to 14-letnia dziewczyna, ktérej odcigto piersi i okaleczono«. Fotografie obejrzano setki tysiecy
razy’316,

6.9 HISTORIA NATHANA BRYZY

Nathan Bryza to 21-letnia niebinarna osoba transptciowa, uzywajaca meskich zaimkéw, mieszkajaca we
Wroctawiu. Pracuje w firmie transportowe;j.

Nathan opisat, jak TFGBV na X wptyneto na jego poczucie bezpieczenstwa:

» Twitter to specyficzne miejsce, takie piekietko. Ostatnio, przy okazji rozpoczecia igrzysk olimpijskich,
sytuacja jeszcze si¢ pogorszyta: pojawito sie duzo nienawisci wobec oséb transptciowych, mimo ze

312 Tamze.
313 Wywiad Amnesty International z Maja Heban, 30 lipca 2024.
314 Tamze.
315 Wywiad Amnesty International z Maja Heban, 30 lipca 2024.

316 Tamze.
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w zawodach bierze udziat kobieta, ktéra nie jest trans. Narasta panika, przez ktéra boje sie, ze ludzie
zobacza, ze jestem trans i zaatakuja mnie na ulicy”3'’.

Nathan opisat typ nienawisci wobec os6b LGBTI, z ktéra regularnie spotyka si¢ na X:

»[Pisza o nas:] nienormalni ludzie, zepsuci,_ chorzy. Mysle, ze »chore« to najczesciej uzywane
stowo. | jeszcze ze jesteSmy grzesznikami. Ze jesteSmy lubiezni. Ze prébujemy zrobi¢ z siebie kogo$
wyjatkowego’318,

TFGBV sprawia, ze Nathan nie czuje sie bezpiecznie w Swiecie offline:

»Niedawno zmienitem pracodawce i codziennie mysle sobie w pracy: »Kiedy w koncu ci ludzie dowiedza sig,
ze jestem queer?«. Kiedy patrzag na mnie, wydaje mi sie, ze co$ podejrzewaja, ale nie méwie o tym otwarcie,
i boje sie, ze pewnego dnia przyjde do pracy i ustysze od nich to, co czytam w sieci na temat siebie

i znajomych. To przerazajace, bo czuje sie¢ naprawde zagrozony™3'°.

Doswiadczenie Nathana, ktéry nie moze w petni wyraza¢ swojej tozsamosci w pracy, jest wéréd polskiej
spotecznosci LGBTI powszechne. Jak wynika z badan naukowych, okoto 35% pracujacych oséb LGBTI
uwaza, ze musi ukrywac swoja tozsamos$¢ w miejscu pracy z obawy przed dyskryminacja3?°.

Nathan wyjasnit, jak bardzo wptyneto to na jego emocje:

nJest mi z tego powodu naprawde smutno. Czuje ztos¢, bo bez wzgledu na to, jak bardzo sie bronimy, nikt
nam nie wierzy. To mnie gteboko przygnebia™?2!.

Nathan méwit réwniez o braku skutecznej moderacji tresci w jezyku polskim i stwierdzit, ze pogtebia to
problem hejtu w internecie:

,»O ile mi wiadomo, na polskim Twitterze jest tylko jeden moderator. Nie widze, zeby jakiekolwiek tresci byty
usuwane. Nie wiem, ile zgloszen przekazuje si¢ wyzej. Wszystko nadal wisi, bez wzgledu na to, jak bardzo
jest nienawistne’3??,

Opisane w niniejszym rozdziale doswiadczenia spotecznosci LGBTI w Polsce pokazuja szkody, do ktérych
przyczynita si¢ firma X poprzez brak odpowiedniej reakcji na TFGBV na swojej platformie. Powszechno$¢
aktow TFGBV na platformie X sprawita, ze cztonkowie spotecznosci LGBTI w Polsce czuja sie zagrozeni
zar6bwno w sieci, jak i poza nia, co negatywnie wptywa na ich zdrowie psychiczne i mozliwo$¢ swobodnego
wyrazania siebie. Narazenie na niemal ciagty kontakt ze szkodliwymi treSciami na X powaznie narusza

ich prawo do wolnosci wypowiedzi, niedyskryminacji i zycia wolnego od przemocy na tle ptciowym.
Przedstawione powyzej studia przypadkéw jednoznacznie dowodza, ze X nie wywiazuje sie ze swoich
obowigzkéw w zakresie poszanowania praw cztowieka os6b LGBTI korzystajacych z platformy w Polsce,

a takze nie podjat odpowiednich dziatafh w celu ograniczenia ryzyka wystapienia przemocy ze wzgledu pte¢,
co jest wymogiem DSA.

W nastepnym rozdziale skupimy sie na tym, w jaki sposéb model biznesowy X moze przyczynia¢ si¢ do
dalszego rozprzestrzeniania tresci anty-LGBTI na tej platformie.

317 Rozmowa wideo Amnesty International z Nathanem Bryza, 9 sierpnia 2024.
318 Tamze.
319 Tamze.

320 United Nations Independent Expert on protection against violence and discrimination based on sexual orientation and
gender identity, Country visit to Poland, 18-29 listopada 2024, End of mission statement, akapit 38.

321 Rozmowa wideo Amnesty International z Nathanem Bryza, 9 sierpnia 2024.

322 Tamze.
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1. BIZNES NIENAWISCI:
JAK MODEL BIZNESOWY X
ZWIEKSZA RYZYKO NARUSZANIA
PRAW CZLOWIEKA | KRZYWDZI
LUDZI

»Nie jest zbyt przyjaznym miejscem, czytanie tam

réznych rzeczy powoduje wielka frustracje. Bardzo trudno
jest zachowac zdrowie psychiczne, gdy korzysta sig

z Twittera3%,

1.1 MODEL BIZNESOWY OPARTY NA INWIGILACJI

Amnesty International juz wczeéniej ustalita, ze firmy technologiczne Meta (spétka macierzysta Facebooka)
i Google stosuja model biznesowy oparty na inwigilacji, ktéry polega na ciagtym gromadzeniu danych od
uzytkownikéw_uzytkowniczek w celu lepszego dopasowania reklam wyswietlanych na platformie. Jest to
podejécie z gruntu sprzeczne z prawem do prywatnosci i stanowi zagrozenie dla szeregu praw cztowieka,

w tym wolnosci opinii i wypowiedzi, wolnosci mysli oraz prawa do réwnosci i niedyskryminacji®?4.

Réwniez Federalna Komisja Handlu (FTC) stwierdzita, ze gtdwne serwisy spotecznosciowe i streamingowe,
w tym X, prowadza szeroko zakrojony nadzér nad konsumentami w celu monetyzacji ich danych osobowych,
nie zapewniajac im jednocze$nie wtasciwej ochrony online325,

Niniejsza cze$¢ raportu zawiera opis cech modelu biznesowego X opartego na inwigilacji oraz wyjasnienie,
dlaczego model ten w spos6b systemowy zagraza prawom cztowieka.

7.1.1 ZALEZNOSC 0D DANYCH UZYTKOWNIKOW UZYTKOWNICZEK

Model biznesowy X bazuje na gromadzeniu danych uzytkownikéw_uzytkowniczek na kazdym etapie
korzystania przez nich z platformy oraz w sposéb, ktérego nie da sie uzna¢ za zgodny z obowiazkiem firmy

323 Wywiad Amnesty International z Mateuszem Kaczmarkiem, 28 lipca 2024.

324 Amnesty International, Surveillance Giants: How the Business Model of Google and Facebook Threatens Human
Rights, Index: POL 30/1404/2019, 21 listopada 2019,
https://www.amnesty.org/en/documents/pol30/1404/2019/en/.

325 FTC, FTC staff report finds large social media and video streaming companies have engaged in vast surveillance of
users with lax privacy controls and inadequate safeguards for kids and teens, 19 wrzesnia 2024, https://www.ftc.gov/
news-events/news/press-releases/2024/09/ftc-staff-report-finds-large-social-media-video-streaming-companies-have-
engaged-vast-surveillance.
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do poszanowania prawa do prywatnos$ci®?®. Dane tego typu maja kluczowe znaczenie dla X, poniewaz
pomagaja platformie przewidywaé, ktoére tresci beda interesowac uzytkownikéw_uzytkowniczki, co w duzej
mierze decyduje o wartosci X dla reklamodawcow3?7.

Polityka prywatnosci X stanowi, ze w celu otwarcia konta nalezy przekaza¢ firmie pewne informacje, co
oznacza, ze gromadzenie danych jest kluczowym wymogiem dostepu do produktéw i ustug platformy3?8, Przy
rejestracji wymagane jest podanie imienia i nazwiska, nazwy uzytkownika, hasta, adresu e-mail i numeru
telefonu, daty urodzenia, jezyka wyswietlania oraz informacji potrzebnych do jednoetapowego logowania za
posrednictwem serwisu zewnetrznego3?°. Uzytkownicy_uzytkowniczki platformy moga réwniez zdecydowac
sie na udostepnienie swojej lokalizacji w profilu i postach oraz na przestanie swojej ksiazki adresowej w celu
identyfikacji znajomych na X33°,

W polityce prywatnosci X zaznaczono, ze zbierane sa tez dane o ustawieniach preferencji, a takze inne
informacje na temat tego, jak uzytkownicy_uzytkowniczki korzystaja z platformy: ,,Gdy korzystasz z naszych
ustug, zbieramy informacje o tym, jak korzystasz z naszych produktéw i ustug. Uzywamy tych informacji,
zeby dostarcza¢ Ci produkty i ustugi, pomaga¢ w zapewnieniu bezpieczenistwa na platformie i szacunku

dla wszystkich uzytkownikéw X oraz dostosowywac tresci do Twoich potrzeb”33!. Nacisk na trafno$¢
proponowanych tresci $wiadczy o kluczowym znaczeniu roli przyciagania uwagi uzytkownikdéw_uzytkowniczek
dla modelu biznesowego X; firma gromadzi dane o uzytkownikach_uzytkowniczkach, aby rekomendowaé im
tresci, ktére sprawia, ze pozostana na platformie dtuzej, co z kolei pozwala X gromadzi¢ wigcej danych na
ich temat. Ta szeroko zakrojona inwigilacja ze strony korporacji ktéci sie z prawem do prywatnosci i moze
ogranicza¢ prawo do wolnos$ci opinii i wypowiedzi oraz prawo do niedyskryminacji.

X wyraznie zastrzega réwniez, ze dane beda gromadzone wytacznie na potrzeby rekomendacji dotyczacych
ofert pracy i reklam, deklarujac, ze bedzie gromadzi¢ i wykorzystywa¢ dane osobowe (takie jak historia
zatrudnienia, wyksztatcenie, preferencje dotyczace zatrudnienia, umiejetnosci i kompetencje, aktywnos$¢
w poszukiwaniu pracy i zaangazowanie ,itp.”) w celu rekomendowania stanowisk, umozliwienia
pracodawcom identyfikacji potencjalnych kandydatéw oraz wyswietlania bardziej trafnych reklam
ukierunkowanych332,

W 2022 roku FTC podjeta dziatania przeciwko X za nieuczciwe wykorzystanie danych dotyczacych
bezpieczenstwa kont do celdw reklamy ukierunkowanej, co poskutkowato natozeniem na firme kary
w wysokosci 150 milionéw dolaréw oraz objeciem jej trwatym zakazem czerpania korzysci z danych
zebranych w nieuczciwy sposéb333,

71.1.2 REKLAMY UKIERUNKOWANE

0d 2013 roku prawie wszystkie przychody X pochodzity z reklam ukierunkowanych, umieszczanych
w serwisie334. W 2021 roku reklamy stanowity ponad 90% przychodéw firmy, wynoszacych tacznie 5,1
miliardéw dolaréw33s,

Juz w 2023 roku byto oczywiste, ze reklamy pozostaja gtéwnym zrédtem dochoddéw X. Serwis odnotowat
40-procentowy spadek przychodéw po tym, jak ponad 500 reklamodawcéw wstrzymato naktady z powodu

326 Cornelius Puschmann i Jean Burgess, The politics of Twitter data, 23 January 2013, HIIG Discussion Paper Series,
styczen 2013, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2206225.

327 FTC, FTC staff report finds large social media and video streaming companies have engaged in vast surveillance of
users with lax privacy controls and inadequate safeguards for kids and teens.

328 X, Privacy policy, https://x.com/en/privacy#update, dostep: 5 lipca 2025.
329 Tamze.

330 Tamze.

331 Tamze, podkreslenie Amnesty International.

332 Tamze.

333 FTC, A look behind the screens: examining the data practices of social media and video streaming services, wrzesien
2024, https://www.ftc.gov/system/files/ftc_gov/pdf/Social-Media-6b-Report-9-11-2024.pdf.

334 BBC News, How does Twitter make money?, 7 listopada 2013, https://www.bbc.co.uk/news/business-24397472.

335 Bloomberg UK, Documents show how Musk’s X plans to become the next Venmo, 18 czerwca 2024, https://www.
bloomberg.com/news/articles/2024-06-18/documents-show-how-musk-s-x-plans-to-become-the-next-venmo; The
Guardian, Twitter hit by 40% revenue drop amid ad squeeze, 18 stycznia 2023, https://www.theguardian.com/
technology/2023/jan/18/twitter-revenue-drop-advertising-squeeze-elon-musk; Mashable, Elon Musk’s X revenue has
officially plummeted, 18 czerwca 2024, https://mashable.com/article/twitter-x-revenue-falls-x-payments-plans.
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obaw zwiazanych ze zmianami wprowadzonymi w polityce X33¢. Warunki korzystania z serwisu, ostatni raz
zaktualizowane 15 listopada 2024 roku, jasno okres$laja kluczowa role reklam wyswietlanych na platformie:
»,Na platformie zobaczysz reklamy: w zamian za dostep do Ustug X oraz nasi zewnetrzni dostawcy

i reklamodawcy moga wyswietla¢ uzytkownikom_uzytkowniczkom treséci reklamowe”3%7,

Istnieja trzy gtéwne sposoby reklamowania sie na X: promowanie tweeta, ktéry pojawi si¢ na osi czasu innych
uzytkownikéw_uzytkowniczek, promowanie catego konta lub promowanie popularnego tematu33. Podobnie
jak wiele innych mediéw spotecznosciowych X zazwyczaj pobiera optaty od reklamodawcéw w zaleznosci

od liczby interakcji wygenerowanych przez ich tresci — reklamodawcy ptaca za klikniecie lub retweet33,

a platforma gromadzi jak najwigksza ilo$¢ danych uzytkownikéw_uzytkowniczek w celu trafnego targetowania
reklam, co z kolei przektada sie na liczbe kliknigé lub retweetédw. X posiada réwniez ,system licytacji”:
reklamodawcy konkuruja o to, aby ich tresci pojawiaty sie w okres$lonej przestrzeni na platformie34°,

W momencie tworzenia niniejszego raportu X nie jest juz notowany na gietdzie, co utrudnia uzyskanie
aktualnych informacji na temat Zrédet przychodéw firmy34l. Wiekszos$¢ informacji dotyczacych jej
przychodéw, w tym probleméw z nimi zwiazanych, pochodzi z wewnetrznych przeciekéw, a nie z oficjalnych
Zrodet342, Wedtug nieoficjalnych doniesief w pierwszych szesciu miesigcach 2023 roku przychody X spadty
o prawie 40% w poréwnaniu z tym samym okresem roku poprzedniego, a w pierwszym kwartale 2023 roku
firma stracita 456 milionéw dolarow343.

7.1.3 ALTERNATYWNE ZRODLA PRZYCHODOW

Od chwili przejecia firmy w 2022 roku Elon Musk starat sie zmodyfikowaé model biznesowy X, tak aby
stworzy¢ Zrédta przychodéw niezalezne od reklam. Obejmowaty one plan subskrypcji X Premium oraz
ustuge subskrypcji dla twércow3*4. Jednak zadne z nowych rozwiazan nie zniwelowato spadku przychodéw
spowodowanego gwattownym odptywem reklamodawcow34S.

W ramach ambitnych planéw Muska zaktadajacych rozbudowe platformy do ,aplikacji do wszystkiego”346
X starat sie tez uzyskac licencje na $wiadczenie ustug ptatniczych o nazwie X Payments. Jednak

wedtug wewnetrznych dokumentéw firma planuje wykorzystywac te ustuge gtéwnie w celu zwigkszenia
zaangazowania i aktywnos$ci na platformie. Serwis zaktada, ze X Payments majg nie pobiera¢ optat za
wiekszos¢ ustug®#’, co wskazuje na to, ze pomimo pozornie znaczacych zmian w modelu biznesowym X
nadal bedzie sie koncentrowaé na generowaniu zaangazowania uzytkownikéw_uzytkowniczek.

X PREMIUM

X Premium to dobrowolna, ptatna subskrypcja, ktéra wedtug X oferuje uzytkownikom_uzytkowniczkom
dodatkowe funkcje poprawiajace komfort korzystania z platformy poprzez podniesienie jakosci rozmoéw348,
W ramach X Premium dostepne sa trzy poziomy: Basic, Premium i Premium+34°. Kazdy zapewnia
uzytkownikom_uzytkowniczkom korzystanie z bardziej zaawansowanego algorytmu (priorytetyzacja

336 The Guardian, Twitter hit by 40% revenue drop amid ad squeeze; Mashable, Elon Musk’s X revenue has officially
plummeted.

337 X, Terms of Service, 15 listopada 2024, https://x.com/en/tos.
338 BBC News, How does Twitter make money?.

339 Tamze.

340 Tamze.

341 Mashable, Elon Musk’s X revenue has officially plummeted.
342 Tamze.

343 Tamze.

344 Mashable, Elon Musk’s X revenue has officially plummeted.
345 Tamze.

346 Bloomberg UK, Documents show how Musk’s X plans to become the next Venmo; Mashable, Elon Musk’s X revenue
has officially plummeted.

347 Mashable, Elon Musk’s X revenue has officially plummeted.
348 X, About X Premium, https://help.x.com/en/using-x/x-premium, dostep: 2 lipca 2025.

349 Tamze.
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odpowiedzi — komentarze uzytkownika_uzytkowniczki z danego poziomu sa bardziej widoczne na platformie),
a takze dodatkowe narzedzia do tworzenia tre$ci3s°.

Poziom Basic zapewnia dodatkowe funkcje, takie jak edycja postéw, wieksza liczba znakéw w poscie
i dtuzsze filmy, priorytetyzacja odpowiedzi, formatowanie tekstu, foldery zaktadek i niestandardowe ikony
aplikacji®?.

Poziomy Premium zapewniaja wszystkie powyzsze funkcje, a takze ,niebieski znaczek” (wczesniej bedacy
symbolem weryfikacji), mniej reklam, dostep do podziatu zyskéw z reklam, subskrypcje twércow, wyzszy
priorytet odpowiedzi, weryfikacje tozsamosci, dostep do studia multimedialnego oraz do Groka, czyli
chatbota stworzonego przez xAl dzigki generatywnej Al3%2,

Premium+ obejmuje wszystkie funkcje Premium, a takze dodatkowe korzysci, takie jak brak reklam w catym
serwisie i najwyzszy priorytet odpowiedzi3%3.

Maja Heban podzielita sie z Amnesty International swojg opinia, ze za sprawa funkcji Premium X stat sie
mniej bezpieczny:

,Obecny model monetyzacji — w ktérym mozna zaptaci¢ za weryfikacje konta, a nastepnie otrzymywacé
wynagrodzenie za angazowanie uzytkownikow — oznacza, ze... ludzie sg zachecani do zwigekszania
zaangazowania, nawet jesli oznacza to fabrykowanie informacji, szerzenie strachu, rozpowszechnianie
fatszywych wiadomosci, nekanie... Dop6ki ludzie odpowiadaja i zarzucaja ci ktamstwo, dopéty co$ zyskujesz.
A wiec w pewnym sensie model zacheca do szerzenia dezinformacji i mowy nienawi$ci”3%*.

7.2 ALGORYTMY OPARTE NA ZAANGAZOWANIU | ARCHITEKTURA
SYSTEMU REKOMENDACII X

W niniejszym podrozdziale analizujemy dziatanie systemu rekomendacji X, przedstawiajac wagi przypisane
roznym interakcjom, ktére uzytkownicy_uzytkowniczki moga podejmowac na platformie. Celem jest
ustalenie, w jaki spos6b platforma zwigksza zaangazowanie i personalizacje. Analiza systemu rekomendacji
wykazata, ze starannie zaprojektowane zabezpieczenia, wzmocnione autentycznym zaangazowaniem
spotecznos$ci, mogtyby znacznie ograniczy¢ potencjalne szkody wyrzadzane przez system. Wydaje sig
jednak, ze dla X priorytetem sa wskazniki zaangazowania, za$ wspomniane zabezpieczenia sa albo wdrazane
w niewystarczajacym stopniu, albo catkowicie pomijane.

Modele biznesowe oparte na inwigilacji zazwyczaj przedktadajg maksymalizacje zaangazowania
uzytkownikéw_uzytkowniczek nad wszystkie inne czynniki; im dtuzej kto$ pozostaje na platformie, tym
wiecej danych mozna o nim zebra¢ i tym precyzyjniej mozna kierowa¢ do niego reklamy3%%. Amnesty
International stwierdzita we wczes$niejszym raporcie, ze taki model biznesowy moze prowadzi¢ do tego, iz
algorytmy rekomendujace zaczynaja promowac tresci, ktére podzegaja do nienawisci, dyskryminuja i dziela,
jako ze wtasnie takie tresci czesto najbardziej przyciagaja uzytkownikéw_uzytkowniczki platformy3%e.

Algorytmiczne promowanie tresci czesciowo wynika ze spersonalizowanych rekomendacji. W serwisie
X spersonalizowane rekomendacje dotycza tweetéw, wydarzen, tematéw, hashtagéw i uzytkownikéw_
uzytkowniczek3%’.

Platforma X posiada dwie osie czasu: ,,Obserwowane” i ,,Dla Ciebie”. Algorytm rekomendacji koncentruje

3%0 House of Commons Science Innovation and Technology Committee, Oral evidence: Social media, misinformation and
harmful algorithms, HC 441.

351 X, About X Premium.

352 Tamze.

353 Tamze.

35 Wywiad Amnesty International z Maja Heban, 30 lipca 2024.
3% Amnesty International, Surveillance Giants.

3% Amnesty International: The Social Atrocity: Meta and the Right to Remedy for the Rohingya, Index:
ASA 16/5933/2022, 28 wrze$nia 2022, https://www.amnesty.org/en/documents/asal6/5933/2022/en/; Amnesty
International, ,,A Death Sentence for My Father”: Meta’s Contribution to Human Rights Abuses in Northern Ethiopia,
Index: AFR 25/7292/2023, 31 pazdziernika 2023, https://www.amnesty.org/en/documents/afr25/7292/2023/en/.

357 Kayla Duskin i in., ,,Echo chambers in the age of algorithms: an audit of Twitter’s friend recommender system”,
may 2024, WEBSCI24: Proceedings of the 16th ACM Web Science Conference, https://dl.acm.org/doi/
abs/10.1145/3614419.3643996.
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sie gtdwnie na tej drugiej — ma ona pokazywa¢ uzytkownikom_uzytkowniczkom nowe tresci z kont, ktérych
jeszcze nie obserwuja, a takze tresci z kont juz przez nich obserwowanych. Uchodzi za gtéwny kanat
platformy3%8. O$ czasu ,,Dla Ciebie” wprowadzono w styczniu 2023 roku po przebudowie serwisu3%°,
Pierwotnie kanaty X wyswietlaty tweety z kont obserwowanych przez uzytkownika_uzytkowniczke w porzadku
chronologicznym, a nastepnie posty polubione lub komentowane przez obserwowane konta®. Przed 2022
rokiem X zaczat wyswietla¢ rekomendacje postéw pod hastem ,,Moze Ci sie spodoba¢”. O$ ,,Dla Ciebie”
bazuje na tym samym modelu zaangazowania, lecz stanowi odejscie od uktadu chronologicznego36!. X
domyslnie wyswietla teraz o$ czasu ,,Dla Ciebie”3¢2,

Podstawa algorytmicznego systemu rekomendacji X jest zbiér modeli i funkcji, ktére wyodrebniaja dane
ukryte w tweetach, danych uzytkownikéw_uzytkowniczek i danych dotyczacych zaangazowania363.

W publicznie dostepnym poscie na blogu X z 2023 roku serwis opisuje ten model jako prébe udzielenia
odpowiedzi na pytania: ,,Jakie jest prawdopodobiefstwo, ze w przysztosci nawiazesz interakcje z innym
uzytkownikiem_inna uzytkowniczka?” lub ,,Jakie spotecznosci istnieja na Twitterze i jakie tweety sa w nich
popularne?”364, Szczeg6towe informacje i analizy dotyczace architektury systemu rekomendacji X pochodza
ze wspomnianego wpisu na blogu oraz z przeprowadzonej przez Amnesty International analizy elementéw
kodu zZrédtowego platformy, ktére zostaty upublicznione przez X w 2023 roku36°.

Proces rekomendacji ma trzy gtéwne cechy3¢®:

O wyszukiwanie kandydatéw (pobieranie najbardziej angazujacych tweetéw z r6znych Zrodet
rekomendacji);

O ocena kazdego wytypowanego tweeta w celu przypisania mu wskaznika prawdopodobienstwa, ze
jego tres¢ zaangazuje uzytkownika_uzytkowniczke. Model przewiduje prawdopodobienstwo réznych
interakcji, takze to, czy uzytkownik_uzytkowniczka polubi tweet, udostepni go, odpowie na niego,
kliknie go, a nawet oznaczy jako nieodpowiedni®®’;

O zastosowanie metod heurystycznych i filtréw, na przyktad odsiewanie tweetéw od zablokowanych
uzytkownikéw_uzytkowniczek, tresci nienadajacych sie do wysSwietlania w pracy oraz tweetéw, ktére
zostaty juz wyswietlone.

0$ czasu ,,Dla Ciebie” jest ksztattowana poprzez sprzezenie tych trzech funkcji, a nastepnie zastosowanie
logiki wzmacniajacej (zwiekszajacej widocznos$¢ okreslonych tweetéw). Catos¢ ustugi funkcjonuje pod
nazwa Home Mixer®%8, Proces jest przeprowadzany okoto 5 miliardéw razy dziennie i trwa $rednio ponizej
1,5 sekundy, dzieki czemu kazdego dnia na urzadzenia uzytkownikdéw_uzytkowniczek serwisu trafia 150
miliardéw tweetow3e°,

Caty proces wraz z wszystkimi szczeg6tami technicznymi i zastosowanymi metodami przedstawiono
graficznie na Rysunku 5.

3%8 X, Twitter’s recommendation algorithm, 31 marca 2023, https://blog.x.com/engineering/en_us/topics/open-
source/2023/twitter-recommendation-algorithm.

359 Washington Post, Elon Musk’s Twitter pushes hate speech, extremist content into ,,For You” pages, 30 marca 2023,
https://www.washingtonpost.com/technology/2023/03/30/elon-musk-twitter-hate-speech/.

360 Tamze.

361 Tamze.

362 Tamze.

363 X, Twitter’s recommendation algorithm.

364 Tamze.

365 Zobacz: https://github.com/twitter/the-algorithm.
366 X, Twitter’s recommendation algorithm.

367 Odbywa sie to przy uzyciu gtebokiej sieci neuronowej, a modelu tego nie udostepniono na licencji open source.
Zob. Kevin Feng i in., Probing the ethical boundaries of personalization: a case study of Twitter’s recommendation
algorithm, 2024, CSE 581 — Computing Ethics, https://homes.cs.washington.edu/~micibr/assets/pdf/ethical_
personalization_paper.pdf.

368 X, Twitter’s recommendation algorithm.

369 Tamze.
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‘I’ RYS. 5: GRAFICZNA PREZENTACJA PRZEPLYWU DANYCH W US£UDZE HOME MIXER, KTORA
GENERUJE KANAL ,,DLA CIEBIE”

Home Mixer

Tweety-kandydaci

Zrédta z sieci: RealGraph + regresja
logistyczna

Zrédta spoza sieci Ranking: sie¢ neuronowa MaskNet

Graf spotecznosciowy: Graphlet +

: : Przestrzenie ukryte: SimClusters-ANN Heurystyka i filtry
regresja logistyczna

) » ) Spoteczn

Filtry EE Réznorodnosé S : Zréwnowazeni 4 > L Zmeczenie

. o > Miks i podanie o dowdd L

widocznosci edytowane autorow [R{{=] o opiniami
stusznosci

Rozmowy

Reklamy i moduty wplecione
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Aby wygenerowac spersonalizowany kanat, system rekomendacji musi najpierw pobra¢ pule wytypowanych
tweetéw, ktére mogtyby by¢ interesujace dla uzytkownika_uzytkowniczki. X selekcjonuje tweety z dwéch
gtéwnych obszaréw: tresci w sieci uzytkownika_uzytkowniczki (tweety z kont obserwowanych przez
uzytkownika_uzytkowniczke) oraz tre$ci spoza sieci uzytkownika_uzytkowniczki (tweety z innych kont)37°.
Srednio system typuje okoto 1500 tweetéw dla danego uzytkownika_danej uzytkowniczki3’!, po okoto
potowie z kazdej kategorii®’2. Dzieki temu na osi czasu ,,Dla Ciebie” pojawiaja sie tresci zaréwno znane, jak
i zupetnie nowe.

Po wytypowaniu puli tweetéw system rekomendacji X wykorzystuje zestaw algorytméw rankingowych
bazujacych na uczeniu maszynowym?373, aby ocenié¢ uzyteczno$¢ wpiséw pod katem danego uzytkownika_
danej uzytkowniczki. Ten etap stanowi istote personalizacji, w przypadku ktérej wielkoskalowy model sieci
neuronowej przewiduje reakcje uzytkownika_uzytkowniczki na kazdy tweet i przypisuje tweetom odpowiednia
ocene trafnosci.

W 2023 do tworzenia rankingéw stuzyta gteboka sie¢ neuronowa obejmujaca okoto 48 milionéw parametréw.
Model jest stale szkolony na podstawie ogromnych dziennikéw interakcji platformy: uczy sie na podstawie
zbiorczych zachowan uzytkownikéw_uzytkowniczek X w czasie zblizonym do rzeczywistego. llekro¢
uzytkownicy wchodza w interakcje z tweetami (lub je ignoruja), dostarczaja modelowi dane szkoleniowe na
temat tego, jakie tresci sa popularne wéréd poszczegélnych odbiorcéw_odbiorczyn.

Model korzysta z tysiecy parametréw wejsciowych, obejmujacych wszystkie cechy uzytkownika_
uzytkowniczki, tweeta i ich zalezno$ci®’*. Cechy uzytkownika_uzytkowniczki to dane demograficzne,
domniemane zainteresowania i dotychczasowa aktywno$¢. Cechy tweeta to osadzenie tekstu, autorstwo,

370 Aneesh Sharma i in., GraphJet: real-time content recommendations at Twitter, 2016, Proceedings of the VLDB
Endowment, Volume 9, Issue 13, https://www.vldb.org/pvldb/vol9/p1281-sharma.pdf.

371 Dotyczy to kazdego zadanego posta — kazdej tresci, ktéra pojawia sie na osi ,,Dla Ciebie” uzytkownika.
372 X, Twitter’s recommendation algorithm.
373 Model niedostepny w kodzie open source.

374 Anthony Alford, Twitter open-sources recommendation algorithm, 11 kwietnia 2023, https://www.infoq.com/
news/2023/04/twitter-algorithm/.
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statystyki zaangazowania i wskazniki spotecznosci. Cechy zaleznosci uwzgledniaja to, czy uzytkownik_
uzytkowniczka obserwuje autora_autorke, jak czesto wchodzit_wchodzita w interakcje z podobnymi

tweetami oraz czy tweet zostat polecony przez znajomego_znajoma. Na podstawie opisanych powyzej

danych wejsciowych sie¢ neuronowa generuje zestaw przewidywanych wynikéw zaangazowania, na przyktad
prawdopodobienstwo, ze uzytkownik_uzytkowniczka polubi tweet, udostepni go, odpowie na niego, kliknie go
czy nawet oznaczy jako nieodpowiedni®’s.

Wedtug serwisu X model jest wielozadaniowym systemem uczacym sig, ktéry generuje okoto 10 prognoz dla
kazdego tweeta (kazda odpowiada konkretnemu dziataniu uzytkownika_uzytkowniczki)3’¢. Aby przeksztatcic¢
te prognozy w konkretny wynik, system X stosuje zaprogramowang formute wazona, ktéra nadaje priorytet
niektérym dziataniom.

Chociaz wersja modelu rankingowego jest dostepna na licencji open source (dotyczy to takze jego
architektury i hiperparametréw oraz przyktadowego procesu szkolenia), wagi stosowane w modelu nie zostaty
udostepnione. X uzasadnit to wzgledami prywatnos$ci — upubliczniony model mégtby zostaé ponownie
przeszkolony na danych publicznych lub czeéciowo zrandomizowany3””. Mimo to mozemy wyciaga¢ wnioski
z publicznie dostepnych wag, ktére szczegdtowo przedstawiono ponizej (Rys. 6).

¥ RYS. 6 WAGI DLA KAZDEJ PRZEWIDYWANEJ MOZLIWOSCI

DZIALANIE WAGA OPIS

POLUBIENIE 0,5 Przewidywane prawdopodobieristwo, ze uzytkownik_
uzytkowniczka polubi (doda do ulubionych) tweet: bardzo
maty wptyw na ocene koricowa w rankingu.

RETWEET 1,0 Przewidywane prawdopodobienstwo, ze uzytkownik_
uzytkowniczka udostepni tweet: staby wptyw, nieznacznie
silniejszy niz polubienie.

ODPOWIEDZ 13,5 Przewidywane prawdopodobienstwo, ze uzytkownik_
uzytkowniczka odpowie: silnie zwigksza popularno$¢
tweetéw, ktére prowadza do bezposredniej rozmowy
uzytkownikéw_uzytkowniczek.

DOBRE KLIKNIECIE 12,0 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka kliknie

W PROFILL profil autora_autorki, a nastepnie polubi/odpowie: ma
wartos¢ prawie tak samo wysoka jak odpowiedz.

ODTWARZANIE WIDEO 0,005 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka obejrzy

>50% ponad 50% materiatu wideo: praktycznie zerowy wptyw na
ranking.

ODPOWIEDZ | INTERAK- 75,0 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka

CJA Z AUTOREM_AU- odpowie, a autor_autorka wejdzie w interakcje: najwyzsza

TORKA nagroda za podtrzymanie rozmowy.

DOBRE KLIKNIECIE 11,0 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka

(OTWARCIE ROZMOWY) otworzy widok rozmowy, a nastepnie polubi/odpowie:
Swiadczy o gtebokim zainteresowaniu rozmowa.

DOBRE KLIKNIECIE V2 10,0 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka

(2 MIN W TRYBIE ROZ- pozostanie w widoku rozmowy dtuzej niz dwie minuty:

MOWY) mocny wskaznik sity zaangazowania.

NEGATYWNY FEEDBACK -74,0 Prawdopodobienstwo wystawienia negatywnej opinii

(np. ,,Pokaz mniej”, blokada lub wyciszenie): silnie
ogranicza niepopularne lub niechciane tresci.

375 Kevin Feng i in., Probing the ethical boundaries of personalization: a case study of Twitter’s recommendation
algorithm.

376 X, Twitter’s recommendation algorithm.

377 Zobacz: https://raw.githubusercontent.com/twitter/the-algorithm- ml/main/projects/hnome/recap/README.
md#:~:text=contributes%20a%20near,you%20can%20run%20the%20model.
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ZGEOSZENIE -369,0 Prawdopodobienstwo, ze uzytkownik_uzytkowniczka zgtosi
tweeta: znaczaco zmniejsza widocznos$¢ tresci uznanych za
obrazliwe lub problematyczne.

Jak wynika z powyzszej tabeli, nie wszystkie formy zaangazowania sa traktowane jednakowo. Zazwyczaj platforma
bardziej ceni interakcje aktywne (np. komentarze lub dtugi czas przebywania na stronie) niz pasywne (takie jak
»polubienie”). Jesli na przyktad model uzna, ze uzytkownik_uzytkowniczka z duzym prawdopodobieristwem
odpowie na konkretny tweet, tweet ten zostanie wyzej sklasyfikowany w jego_jej feedzie — komentarz jest
postrzegany jako silny wskaznik zaangazowania. Z kolei je$li model wykryje wysokie prawdopodobienstwo, ze
uzytkownik_uzytkowniczka wyrazi negatywna opinie na temat tweeta, na przyktad wyciszajac autora_autorke lub
zgtaszajac wpis, tre$¢ ta znajdzie sie nizej w rankingu lub zostanie odfiltrowana®’®. Nalezy pamigta¢, ze ranking
dotyczy konkretnego uzytkownika_konkretnej uzytkowniczki i jego_jej spersonalizowanego kanatu informacyjnego,
co znaczy, ze obnizenie pozycji w rankingu na podstawie przewidywanej negatywnej opinii nie ma charakteru
uniwersalnego i nie stanowi odpowiedniego $rodka naprawczego, ktéry przeciwdziatatby szkodliwym lub
nienawistnym tresciom na platformie, zamiast je wzmacniaé.

Ranking oparty na uczeniu maszynowym dostosowuje o$ czasu do kazdego uzytkownika_kazdej
uzytkowniczki. Dwoje uzytkownikéw z identyczna pula wytypowanych tweetéw wygeneruje rézne rankingi,
jesli ich dotychczasowe zachowania r6znia sie od siebie: model nauczy sige réznych profili preferencji

dla kazdego z nich. Co wazne, model rankingowy podlega okresowym szkoleniom i aktualizacjom

(a takze ewentualnym modyfikacjom online), aby dostosowac sie do zmieniajacych sig trendéw i gustéow
uzytkownikéw_uzytkowniczek. Na blogu X zaznaczono, ze model jest stale udoskonalany na podstawie
nowych danych dotyczacych interakcji, aby rekomendacje byty aktualne i odzwierciedlaty ,to, co sie wtadnie
dzieje” na platformie®’°.

Podsumowujac, przyktadowe wagi wskazuja na to, ze gtdwnym priorytetem rankingu jest pobudzanie
intensywnosci rozméw i interakcje: oba dziatania sa silnie premiowane. Reakcje negatywne podlegaja za to
surowym karom. Najwyzej oceniona akcja to ,,Odpowiedz autora”, ktéra przewyzsza reszte stawki z wynikiem
+75. Widac¢ wiec, ze model promuje tweety, ktére wywotuja reakcje autora_autorki.

Po sporzadzeniu rankingu tweetéw Home Mixer stosuje szereg regut heurystycznych i biznesowych w celu
selekcji i $cislejszego sprofilowania tresci wyswietlanych kazdemu uzytkownikowi_kazdej uzytkowniczce.
Chodzi tu o zapewnienie wystarczajacej réznorodnosci w feedzie kazdego uzytkownika_kazdej uzytkowniczki
lub usunigcie tredci, ktére naruszajg regulamin dotyczacy tresci badz polityke X. Na przyktad filtry
widocznosci i bezpieczenstwa wycinaja tweety z kont zablokowanych lub wyciszonych przez uzytkownika_
uzytkowniczke. Inny filtr dziata w my$| zasady ,,opinie sygnalizuja zmeczenie trescig”; obniza oceneg
niektorych tweetoéw, jesli odbiorca_odbiorczyni wyrazit_wyrazita na ich temat negatywna opinig, na przyktad
klikajac ,,Pokaz mniej”380,

1.3 RYZYKO ZWIAZANE Z ALGORYTMAMI BAZUJACYMI
NA ZAANGAZOWANIU

Jak wyjasniono powyzej, system rekomendacji X zaprojektowano z mysla o maksymalizacji zaangazowania
uzytkownikéw_uzytkowniczek, mierzonego na podstawie dziatan takich jak polubienia, retweety,

odpowiedzi i czas spedzony na platformie. Zastosowano co prawda pewne $rodki ograniczajace w postaci
»kompleksowej heurystyki” (np. filtry bezpieczeristwa), ale te drobne interwencje wiaza sie z kompromisami
technicznymi i maja drugorzedne znaczenie w stosunku do gtéwnego celu systemu rekomendacji, jakim
jest maksymalizacja zaangazowania uzytkownikéw_uzytkowniczek. W rezultacie zdolno$¢ takich narzedzi do
zmniejszenia ryzyka naruszen praw cztowieka jest ograniczona przez nadrzedny cel modelu biznesowego,
czyli zwigkszanie zaangazowania.

378 Stacey McLachlan, The X (Twitter) algorithm explained: 2024 guide, 7 pazdziernika 2024, https://blog.hootsuite.com/
twitter-algorithm/.

379 X, Twitter’s recommendation algorithm.

380 Tamze.

SMIERC PRZEZ TYSIAC CIEC 60


https://blog.hootsuite.com/twitter-algorithm/
https://blog.hootsuite.com/twitter-algorithm/

Z powodu modelu biznesowego priorytetowo traktujacego zaangazowanie algorytm zaprojektowano w taki
spos6b, aby zwigekszat widocznos¢ tresci, ktére beda wywotywaé interakcje. Nawet przy zabezpieczeniach
— a wiele z nich zostato ostatnio usunietych lub znacznie ograniczonych — taki model biznesowy niesie

ze sobg powazne zagrozenia dla praw cztowieka. NajgroZzniejszym aspektem tego modelu jest fakt, ze
system rekomendacji, majacy na celu utrzymanie cyklu zaangazowania, moze wzmacnia¢ szkodliwe tresci,
ktore wywotuja silne reakcje3®l. Wiekszos$¢ badan dotyczacych amplifikacji algorytmicznej na platformach
spotecznosciowych dowiodta, ze jesli uzytkownicy_uzytkowniczki zaczng wchodzi¢ w interakcje ze
szkodliwymi tresciami, algorytmy rekomendujace beda im wyswietlaé wiecej takich tresci®®?.

Przyktadowo $ledztwo dziennikarskie Washington Post z 2023 roku ujawnito, ze konta obserwujace
ekstremistow byty narazone na kontakt z szeregiem innych rasistowskich i podzegajacych do przemocy
wypowiedzi®. Wiele uzytkownikéw_uzytkowniczek, ktérych wpisy byty promowane w sekcji ,,Dla Ciebie”,
zostato zawieszonych przez serwis X, a nastepnie przywréconych po przejeciu serwisu przez Elona Muska.
Nowy szef X zadeklarowat ukrécenie szerzenia na platformie mowy nienawisci, twierdzac ze: ,,Nowa polityka
Twittera opiera sie na wolnosci stowa, ale nie na wolnosci zasiegéw. Nie znajdziesz danego tweeta, chyba ze
celowo go szukasz — czyli serwis dziata tak, jak reszta internetu”38. Zdaniem Jakuba Szymika skupienie sig¢

X na zaangazowaniu ma negatywny wptyw na uzytkownikéw_uzytkowniczki platformy:

»Architektura Twittera, oparta na krétkich, zwieztych komentarzach i polaryzujacym algorytmie, wptywa na
to, jak ludzie komunikuja sie w sieci i poza nia. Takie dziatania maja realne skutki w $wiecie rzeczywistym.
Widze pomiedzy nimi bardzo gteboka zalezno$¢, powinni$my wzigé to pod uwage, gdy myslimy o kazdej

z platform’38s,

X uznaje role, jaka wzmacnianie odgrywa w jego rekomendacjach: ,,Rekomendacje moga wzmacnia¢

treéci, dlatego wazne jest, aby byty wyswietlane w sposéb odpowiedzialny”38¢. Firma zastrzega rowniez, ze
wspieranie wartosciowych dyskus;ji jest jedna z podstawowych zasad X: ,wolno$¢ stowa jest podstawowym
prawem cztowieka, w przeciwiefstwie do wolnosci do wzmacniania wypowiedzi w serwisie X"*®7. Jednakze
tresci, ktére nie moga by¢ rekomendowane (a zatem i wzmacniane) ze wzgledu na zasady platformy, beda
nadal dostepne na X dla oséb obserwujacych autora_autorke postu oraz w profilu autora_autorki postu3.
Tredci niekwalifikujace sie do rekomendacji to wpisy, ktére naruszaja ktérakolwiek z zasad X i ktére
wyjatkowo nie zostaty usuniete z platformy ze wzgledu na interes publiczny: moze tu chodzi¢ o tresci uznane
za tylko nieznacznie obrazliwe, szkodliwe lub wprowadzajace w btad®®°. Konta uzytkownikéw_uzytkowniczek
moga zosta¢ objete zakazem rekomendacji z takich samych powoddéw3°.

X przyznaje uzytkownikom_uzytkowniczkom ograniczong kontrole nad rekomendacjami wyswietlanymi
na osiach czasu ,,Dla Ciebie” i ,,Obserwowani”. Uzytkownicy_uzytkowniczki moga wyciszy¢ i zablokowac
powiadomienia na osi ,,Strona gtéwna” lub zgtosi¢, ze nie sa zainteresowani danym postem lub tematem3°L.

Chociaz firma X deklaruje transparentno$¢ algorytmu rekomendacji, a w 2023 opublikowata jego kod,
niezalezny audyt oceny ryzyka przeprowadzony zgodnie z wymogami DSA wykazat, ze warunki $wiadczenia
ustug przez firme nie zawierajg dostatecznych informacji na temat gtéwnych parametréw stosowanych

381 Faculty of Public Health, Response to ,,Social media, misinformation and harmful algorithms”, inquiry call for
evidence, https://www.fph.org.uk/media/hoejppOs/social-media-consultation-fph-response.pdf; Joe Whittaker i in.,
What are the links between social media algorithms, generative Al and the spread of harmful content online?, Written
evidence to the UK Parliament Science, Innovation and Technology Committee (SMH0018), 17 grudnia 2024,
https://committees.parliament.uk/writtenevidence/132875/pdf/.

382 |nstitute for Strategic Dialogue, ISD written evidence to the Science, Innovation and Technology Inquiry on Social
Media, Misinformation and Harmful Algorithms, 2025, https://www.isdglobal.org/wp-content/uploads/2025/01/ISD-
Written-Evidence-to-the-Science-Innovation-and-Technology-Committee-Inquiry-on-Social-Media-Misinformation-and-
Harmful-Algorithms.pdf; Joe Whittaker i in., What are the links between social media algorithms, generative Al and
the spread of harmful content online?.

383 Washington Post, Twitter pushes hate speech, extremist content into ,,For You” pages.
384 Tamze.
385 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024.

386 X, About our approach to recommendations, https://help.x.com/en/rules-and-policies/
recommendations#:~:text=We%20recommend%20posts%20t0%20you,by%20those%20in%20your%20network.

387 X, About our approach to recommendations.
388 Tamze.
389 Tamze.
39 Tamze.

391 Tamze.
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w systemach rekomendacji ani nie objasniaja ich dziatania. Ich cze$¢ jest dostepna na stronach
poswieconych regutom i polityce firmy, ale nie sa to informacje dostatecznie wyczerpujace3®?. Autorzy
audytu zalecili, aby firma X zamiescita w swoich warunkach korzystania z ustugi jasne i zrozumiate
objasnienia parametréw stosowanych w systemie rekomendacji, a takze szczegétowe informacje na temat
przyjmowanych kryteriéw i wzglednego znaczenia kazdego parametru3®,

1.4 KABINY POGLOSOWE

Z czesci prac naukowych na temat X wynika, ze sposéb rekomendowania tresci przez te platforme moze
sprzyja¢ tworzeniu sie ,kabin pogtosowych”3%* lub , baniek filtrujacych” (informacyjnych), ktére podsuwaja
uzytkownikom_uzytkowniczkom jednolite ideologicznie tresci, zazwyczaj zgodne z ich dotychczasowymi
przekonaniami®%®. Efekt kabiny pogtosowej zaobserwowano na wielu platformach spoteczno$ciowych, nie jest
on charakterystyczny wytacznie dla X3%.

Kluczowa cecha takich ,,kabin” sg interakcje miedzy dwéjkami uzytkownikéw_uzytkowniczek o zblizonych
pogladach: dzieki nim poziom zaangazowania jest wysoki3®’. Uzytkownikéw_uzytkowniczki kabin
pogtosowych mozna zdefiniowac jako osoby, ktére uczestnicza we wspdélnym dyskursie, korzystaja z tych
samych zrédet informacji i maja podobne opinie, a do tego czesto retweetuja swoje wpisy3%.

Rozméwcey i rozméwczynie Amnesty International miewali wrazenie, ze X tworzy kabiny pogtosowe.
Wspomina o tym miedzy innymi Aleksy:

»Zastanawiam sie, czy na Twitterze nie jest tak, ze gdy widzisz jaki$ tweet, algorytm proponuje ci podobne
konta. | wpadasz w dziure bez dna”3%°.

Studium przypadku z 2024 roku dotyczace efektu kabiny pogtosowej na platformie X wykazato, ze
uzytkownicy_uzytkowniczki w kabinach pogtosowych, mimo ze stanowia zdecydowana mniejszosc,
w znacznym stopniu wptywaja na przebieg debat, czesto rozpowszechniajac dezinformacje*®.

Z badania wynika, ze skutki tego zjawiska moga by¢ dtugotrwate. Po dwéch latach uzytkownicy

i uzytkowniczki przebywajacy w obserwowanych przez badaczy kabinach pogtosowych mieli juz
identyczne opinie oraz znacznie si¢ zradykalizowali*®l. Autorzy studium zauwazyli, ze skrajne poglady
badanych nie ograniczaty sie tylko do pierwotnego tematu, ktéry $ledzili (teorie spiskowe dotyczace
szczepien przeciwko COVID-19) — po dwéch latach uzytkownicy i uzytkowniczki mieli skrajne poglady
takze w przypadku innych aktualnie kontrowersyjnych tematéw, takich jak wojna w Ukrainie, migranci
czy kwestie LGBT4%2,

Aby zrozumieé, w jakim stopniu konta marionetkowe w badaniu ilosciowym Amnesty International podlegaty
personalizacji, naukowcy przeanalizowali rodzaj kont rekomendowanych kazdej podgrupie w sekcji ,,Moze Ci
sie spodobac”, a nastepnie upolitycznienie kont z ich osi ,,Dla Ciebie”.

Rysunek 7. przedstawia przynalezno$¢ polityczna kont, ktére zostaty polecone kazdej podgrupie
kont marionetkowych. Aby zinterpretowaé tabele, nalezy zauwazy¢, ze w przypadku wszystkich kont
marionetkowych z grupy ,,Zwiazki partnerskie” 527 z kont, ktére im rekomendowano, nalezato do

392 FTI Consulting, X Independent Audit.
393 Tamze.

39 W kontekscie medidéw spoteczno$ciowych efekt kabiny pogtosowej lub banka informacjna to zjawisko, w ktérym
grupa uzytkownikéw_uzytkowniczek wchodzi w interakcje gtéwnie z osobami o podobnych przekonaniach, opiniach
i pogladach oraz czerpie informacje przede wszystkim od nich. Moze to prowadzi¢ do utrwalania istniejacych
przekonarn i ograniczenia kontaktu z ré6znorodnymi punktami widzenia.

395 Kayla Duskin i in., Echo chambers in the age of algorithms: an audit of Twitter’s friend recommender system; Manuel
Pratelli i in., Entropy-based detection of Twitter echo chambers, maj 2024, PNAS Nexus, Volume 3, Issue 5,
https://academic.oup.com/pnasnexus/article/3/5/pgael77/7658380.

3% Manuel Pratelli i in., Entropy-based detection of Twitter echo chambers.
397 Tamze.

398 Tamze.

399 Wywiad Amnesty International z Aleksym (pseudonim), 28 lipca 2024.
400 Manuel Pratelli i in., Entropy-based detection of Twitter echo chambers.
401 Tamze.

492 Tamze, s. 5.
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politykéw_polityczek popierajacych wprowadzenie zwiazkéw partnerskich lub byto powigzanych z partiami
politycznymi, ktére sie za nim opowiadaja (patrz rozdziat: ,,Metodologia”).

Jak ukazano ponizej, dowody personalizacji w rekomendacjach ,,Moze Ci sie spodobac” sa wyrazne,
a rekomendacje jednoznacznie pokrywaja sie z orientacja polityczna kont marionetkowych. Na tym
przyktadzie wida¢, jak tatwo mozna stworzy¢ kabine pogtosowa, w ktérej rekomendacje ,,Moze Ci sig
spodobac” sa $cisle powiazane z faktyczna lista kont obserwowanych przez danych uzytkownikéw.

@ ¥ RYS. 7 PRZYNALEZNOSC POLITYCZNA KONT PRZEDSTAWIONYCH W REKOMENDACJACH
»MOZE CI SIE SPODOBAC”

Liczba kont wyswietlanych w rekomendacjach ,,Moze Ci sige spodobac”

Grupa

Zwigzki Ograniczenie Niejedno- .
. Petne prawa Nieznane
partnerskie praw znaczne

Zwiazki 527 38 4 - 462
partnerskie

Petne prawa 26 712 1 5 297
Ograniczenie praw 2 735 - - 277
Niejednoznaczne 48 2 6 350 624

Aby oceni¢ ryzyko powstania kabin pogtosowych w kanatach ,Dla Ciebie”, badacze Amnesty International
przeanalizowali stronniczo$¢ kont wyswietlonych przez algorytm na osiach czasu kazdej grupy. Rysunek 8.
przedstawia wyniki tej analizy. Sugeruje ona, ze poza tweetami zamieszczonymi bezposrednio przez Elona
Muska istnieja dalsze dowody na personalizacje w kanatach ,,Dla Ciebie” kont marionetkowych. Amnesty
International miata trudnosci z okres$leniem stronniczos$ci politycznej i poziomu poparcia dla praw oséb
LGBTI w przypadku wszystkich kont wyswietlanych w kanale ,,Dla Ciebie” na kontach marionetkowych.
Jednak w przypadku kont, ktére dato sie sklasyfikowaé, istniata wyrazna zgodno$¢é miedzy kontami
rekomendowanymi uzytkownikom_uzytkowniczkom marionetkowym za posrednictwem kanatu ,,Dla Ciebie”
a pogladami politykéw_polityczek, ktérych obserwowaty te konta.
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Boty z grupy ,,Zwiazki partnerskie”

Petne prawa I 0.9
Zwiazki partnerskie _ 30.0
Niejednoznaczne ﬁ 03

Ograniczenie praw

| T T T T 1

Boty z grupy ,Petne prawa”

Nieznane -
Petne prawa

Zwiazki partnerskie

Niejednoznaczne

Ograniczenie praw _Q’U
T

Nieznane -

Petne prawa

Zrodta tresci rekomendowanych

Zwiazki partnerskie

Miejednoznaczne -

Ograniczenie praw _ 21.8

Nieznane 73.8
Petne prawa § 1.1
Zwiazki partnerskie _ 18.1
Niejednoznaczne - 1.0
Ograniczenie praw | 2.9
U 20 40 60 80 100

Odsetek rekomendowanych tresci

Ponadto Amnesty International przeanalizowata podobienstwo tres$ci wyswietlanych kontom marionetkowym
w ramach tej samej grupy, poréwnujac je z tresciami kont z pozostatych grup. Badacze poréwnali tresci
rekomendowane parom kont marionetkowych (np. konto ,,Zwiazki partnerskie” nr 1 z kontem ,,Petne
prawa” nr 1).

Rysunek 9. pokazuje, ze kontom marionetkowym, ktére $ledzity ten sam zestaw kont (niebieskie stupki),
podsuwane byto wiecej podobnych tresci niz kontom, ktére tego nie robity (pomarariczowe stupki). Chociaz
nie komentujemy wprost charakteru tych tresci, wynik potwierdza, ze rekomendowane tresci podlegaja
faktycznej personalizacji w oparciu o konta, ktére $ledza konta marionetkowe. Nie sa to wigc tresci
wybierane losowo.
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Podobieristwo cosinusowe miedzy trescia rekomendowana
dwém kontom marionetkowym.

1.5 PRIORYTETOWE TRAKTOWANIE IDEI ,,CYFROWEJ AGORY"
KOSZTEM SRODKOW tAGODZACYCH

OSTRZEZENIE DOTYCZACE TRESCI

Niniejszy podrozdziat zawiera przyktady drastycznych tresci
nawotujacych do przemocy i dyskryminaciji, ktére moga
wywotac silny stres u niektorych czytelnikow_czytelniczek.

Strategie ograniczania ryzyka stosowane przez X wydaja sie bazowac checi utrzymania pozycji platformy
jako ,,cyfrowej agory”; w tym celu serwis stawia na nieograniczong wolno$¢ wypowiedzi w sposéb ewidentnie
niezgodny z miedzynarodowymi normami i prawami cztowieka. W pierwszej ocenie ryzyka sporzadzonej

na podstawie zalecen DSA platforma jasno data do zrozumienia, ze strategia ta pozostaje kluczowym
priorytetem w jej procesach decyzyjnych, informujac: ,, X dazy do tego, aby by¢ placem miejskim internetu
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poprzez promowanie i ochrong wolnosci wypowiedzi. Od poczatku wiedzieliSmy, ze aby osiagnac ten cel,

musimy daé wszystkim mozliwo$¢ absolutnie swobodnego tworzenia tresci i natychmiastowego dzielenia sie
pomystami i informacjami”4%3. W drugiej ocenie ryzyka zgodnej z zaleceniami DSA opisano sposéb, w jaki X
wybiera $rodki ograniczajace ryzyko ze szczegdlnym uwzglednieniem ich wptywu na wolno$¢ wypowiedzi“®4.

Absolutystyczne podejscie X do wolnosci wypowiedzi jest sprzeczne z migdzynarodowym prawem i normami
w zakresie praw cztowieka. Chociaz prawo do wolnosci wypowiedzi musi by¢ chronione, nie jest to prawo
absolutne. Musi istnie¢ réwnowaga miedzy nim a innymi prawami, takimi jak prawo do niedyskryminacji
i prawo do zycia wolnego od przemocy ze wzgledu na pte¢. Decyzja X o nadaniu priorytetu wolnosci
wypowiedzi, niemal nieskrepowanej jakimikolwiek ograniczeniami, tworzy niedopuszczalny poziom
zagrozenia dla uzytkownikéw platformy pochodzacych ze spotecznosci marginalizowanych, w tym polskiej

spotecznosci LGBTI.

Btedne przedktadanie wolno$ci wypowiedzi nad inne prawa cztowieka spowodowato, ze X podchodzi

do moderowania tresci w sposéb wykraczajacy poza to, co sam nazywa ,binarnym, absolutystycznym
podejsciem polegajacym na usuwaniu/pozostawianiu tresci”, a wiele jego strategii tagodzenia skutkéw, jakie
moga mie¢ treéci szkodliwe, skupia sie na ograniczaniu zasiegu tresci naruszajacych zasady platformy405,
Wedtug X posty objete ograniczeniami osiggaja Srednio 0 81% mniejszy zasieg lub liczbe wyswietlen niz
posty nimi nieobjete. Platforma stara sie réwniez zapobiega¢ wyswietlaniu reklam obok tresci oznaczonych
jako szkodliwe*°®,

W ocenie ryzyka z 2024 roku platforma przyznata: , Istnieje ryzyko, ze ujawnienie tresci prywatnych moze
mie¢ wptyw na bezpieczenstwo fizyczne, dobrostan emocjonalny, zdrowie psychiczne i bezpieczeristwo
finansowe 0séb fizycznych”4%7. W niezaleznym audycie oceny ryzyka przeprowadzonej przez X, ktéry

zostat przedtozony Komisji Europejskiej w ramach obowiazkéw spotki wynikajacych z DSA stwierdzono, ze
procedura oceny nie byta wystarczajaco rygorystyczna*°®. Audyt wykazat, ze X musi przeprowadzi¢ petna
ocene ryzyka dla kazdego ze swoich systeméw rekomendacji w celu zidentyfikowania ryzyka systemowego,
zdefiniowania roli i celu dziatania tychze systeméw, ustalenia wskaznikéw skutecznos$ci oraz ciagtego
monitorowania ryzyka stwarzanego przez te systemy*®°. W audycie zalecono réwniez, aby X przeprowadzit
ocene ryzyka swojego systemu Freedom of Speech, Not Reach [wolnos$¢ stowa, a nie zasiegil*!°. Wskazano
tez, ze $rodki ograniczajace ryzyko stosowane przez X nie sprawdzaja sie przy zmniejszaniu ryzyka
systemowego; ponadto brakuje narzadzi tagodzacych zagrozenia zwiazane miedzy innymi z funkcjonowaniem
systeméw algorytmicznych!!,

Nieodpowiedzialne i nonszalanckie podejscie X do szkodliwych tresci potwierdza raport opublikowany

w 2024 roku przez polskie Stowarzyszenie ,Nigdy Wiecej”. Ta organizacja spoteczenstwa obywatelskiego
jest zarejestrowana jako Trusted Flagger (zaufany zgtaszajacy) w ramach projektu monitorowania internetu
wspieranego finansowo przez program UE Obywatele, Réwnos$¢, Prawa i Wartosci. W okresie od sierpnia
2023 roku do sierpnia 2024 roku ,,Nigdy Wiecej” zgtosita serwisowi X 343 przypadki tresci nawotujacych
do nienawisci**?2. Organizacja poczatkowo zgtaszata posty za posrednictwem standardowego interfejsu
uzytkownika X, a jesli nie otrzymywata odpowiedzi lub jesli tresci nie byty usuwane, przekazywata zgtoszenia
za posrednictwem konta Stowarzyszenia ,,Nigdy Wiecej” na platformie X*3. W wigkszos$ci przypadkéw
serwis X odmoéwit usunigcia postéw (Stowarzyszenie informuje, ze usunieto jedynie 10% zgtoszonych tresci)

403 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023, https://transparency.x.com/content/dam/transparency-twitter/dsa/dsa-sra/
dsa-sra-2023/TIUC-DSA-SRA-Report-2023.pdf.

404 Tamze.
495 Tamze, s. 8.

406 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

407 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

498 FT| Consulting, X Independent Audit.
409 Tamze.
410 Tamze.
411 Tamze.

412 Stowarzyszenie ,,Nigdy Wiecej”, The Twitter standards of hate (sierpien 2023 — sierpien 2024), 2 wrze$nia 2024,
https://www.nigdywiecej.org/docstation/com_docstation/172/the_twitter_standards_of_hate.pdf.

413 Tamze.
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lub zignorowat zgtoszenia*'. Posty — zawierajace tekst, obrazy i filmy — mozna uzna¢ za podzegajace do
nienawiéci wobec mniejszosci, w tym oséb LGBTI415.

Niektére posty zgtoszone przez Stowarzyszenie ,,Nigdy Wiece|” do serwisu X i mimo zgtoszenia nieusunigte
byty skierowane konkretnie przeciwko spotecznosci LGBTI. Mozna je uznaé za podzeganie do przemocy
i nawotywanie do nienawisci. Na przyktad jeden z zgtoszonych wpisdw, w stosunku do ktdrego serwis X nie
podjat zadnych dziatan, brzmiat: ,,Jeba¢ gender. Jeba¢ kurwy zboczone. Jeba¢ transwestytéw. Do pieca

Kilka postéw zgtoszonych przez Stowarzyszenie w okresie od sierpnia 2023 do sierpnia 2024 roku
nadal, czyli do maja 2025 roku, pozostaje widocznych na platformie. Tweety te zostaty udokumentowane
ponizej; przedstawiaja spotecznos¢ LGBTI jako zboczencéw, zawieraja obelgi i nawotuja do dyskryminacji
spotecznosci LGBTI.

Post Antoniego
a Antoni Kocemba B Kocemby*’

Same lewe pedalty. Z nimi daleko nie zajedziemy.

107

Konfederacja & B Post Konfederacji*!®

Posel @GrzegorzBraun_: Nie chcemy, zeby dewianci, promatorzy
dewiacji i ostentacyjni zawodowi sodomici uczyli nasze dzieci tolerancji!

| L\

414 Tamze.
415 Tamze.
416 Stowarzyszenie ,,Nigdy Wiecej”, The Twitter standards of hate, sierpiert 2023 — sierpieri 2024.

417 Antoni Kocemba, post na platformie X, 31 lipca 2023, https://x.com/antoni_kocemba/
status/1685950832657797120.

418 Konfederacja, post na platformie X, 28 lipca 2023, https://x.com/KONFEDERACJA_/status/1684882568087543808.
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Post arcziwyspa *'°
‘ . arcziwyspa Vi

1.

NASTEPNA SZMATA | POMYJ PISUWONTT Z GDANSKA KURWO, TAKI
WSTYD DLA OJCA PRZYNOSI PEDAL KACZORA.

Post Seliana 42°

Podobnie tez kazdy trans, pedal i kazdy inny zbok powinien by¢
wytatuowany. Dzis trwa moda na pedalstwo, kt6ra w kazdej chwili moze
sie zmienié¢. A normalny czlowiek chce wiedzie€ z kim ma kontakt nawet
w chwili podania mu reki. Chcieli praw, niech maja, ale musza sig
oznakowac!

‘4 Selian
Wszystko wskazuje na to, ze kazda mloda, zaszprycowana dziewczyna
powinna by¢ oznakowana skromnym tatuazem w umdwionym miejscu na
ciele, aby dziara nie szpecila jej. Dlaczego? Dlatego, Ze jest potencjalng
roznosicielka HIV oraz prawdopodobnie hezplodna, a to wazne jedli wolna.

673

Powyzsze posty, w maju 2025 roku nadal krazace na platformie, sa wyraznym dowodem wystepowania na

X szkodliwych tresci, ktére staty sie tam norma ze wzgledu na bezkrytyczne podejscie firmy do wolnosci
stowa. X wykorzystuje wolno$¢ stowa jako argument, aby usprawiedliwi¢ swojg niedbato$¢ w moderowaniu
tresci. Nawet w przypadku otrzymywania zgtoszen dotyczacych wpiséw, ktdére mozna uzna¢ za podzeganie
do przemocy i nawotywanie do nienawisci wobec spotecznosci LGBTI, X wydaje si¢ ignorowac powszechno$é
szkodliwych tresci na platformie, nie biorgc pod uwage ryzyka, jakie tresci te stanowia dla praw oséb

419 arcziwyspa, post na platformie X, 17 pazdziernika 2023, https://x.com/ArcziWyspa/status/1714198139186385141.
420 Selian, post na platformie X, 3 grudnia 2023, https://x.com/Selianski/status/1731452869792924087.
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marginalizowanych. Dotyczy to réwniez ich prawa do wolnosci wypowiedzi — rozmdwcy i rozméwczynie
Amnesty International ze spoteczno$ci LGBTI wspominali o tym, ze stosuja na platformie X autocenzure.
Brak nalezytego uwzglednienia praw innych niz wolno$¢ wypowiedzi znajduje odzwierciedlenie w ocenach
ryzyka X w latach 2023 i 2024, ktére zgodnie z migdzynarodowymi normami nie spetniaja wymogoéw
nalezytej starannosci w zakresie poszanowania praw cztowieka.

7.6 BRAK KONTAKTOW X ZE SPOLECZENSTWEM OBYWATELSKIM

Waznym czynnikiem przy ocenie odpowiedzialnosci X za naruszanie praw cztowieka spotecznosci LGBTI

w Polsce jest przewidywanie udziatu przedsiebiorstwa w naruszaniu tych praw. Zgodnie z migdzynarodowymi
normami, jesli przedsigbiorstwo wie, a powinno wiedzieé¢, ze istnieje ryzyko, iz przyczyni sie do naruszenia
praw cztowieka, ma ono obowiazek podja¢ niezbedne kroki w celu zapobiezenia temu naruszeniu oraz
wykorzysta¢ swoje wptywy, aby w mozliwie najwiekszym stopniu ztagodzi¢ jej wszelkie negatywne skutki®?!.
Dlatego zacheca sie przedsiebiorstwa do wspétpracy z zainteresowanymi stronami w celu identyfikacji

i ograniczenia ryzyka. Zaangazowanie zainteresowanych stron jest réwniez niezbednym elementem
przeprowadzania oceny ryzyka na mocy DSA.

Tymczasem Amnesty International ustalita, ze co najmniej od 2022 roku X wykazuje bardzo niewielkie
zaangazowanie w aktywny dialog z polskimi organizacjami spoteczenstwa obywatelskiego dziatajacymi

na rzecz spotecznosci LGBTI w celu omawiania sposobdw minimalizacji zagrozen na platformie. Na
przyktad osoba pracujaca w jednym z najbardziej znanych polskich NGO zajmujacych sie kwestiami LGBTI
powiedziata Amnesty International, ze nie styszata o jakiejkolwiek komunikacji miedzy ta organizacja a X*?2.
Réwniez Mateusz Kaczmarek, cztonek zarzadu Grupy Stonewall, powiedziat Amnesty, ze X ani razu nie
skontaktowat sie z Grupa w celu oméwienia potencjalnych zagrozen lub $rodkéw ograniczajacych ryzyko*?3.

Julia Kata powiedziata Amnesty International, ze nie ma zadnych informacji o konsultacjach miedzy X
a organizacjami spotecznymi LGBTI w Polsce:

»My [polskie organizacje LGBTI] siedzimy w tym razem, komunikujemy sie ze soba i prawdopodobnie
gdyby X skontaktowat sie z jedna, dwiema lub trzema organizacjami, pozostate by sie o tym dowiedziaty.
I poprositby o przekazanie danych kontaktowych [do oséb z X1, bo chcieliby$my z nim porozmawia¢”*?4.

Niewielkie zainteresowanie X polskim spoteczeristwem obywatelskim znajduje odzwierciedlenie w jego
ocenie ryzyka na mocy DSA na rok 2024, w ktérej poinformowano, ze firma weszta w nieliczne interakcje

Z organizacjami spoteczenstwa obywatelskiego; nie podano jednak szczegétowych informacji na temat liczby
takich dziatan ani obszaréw wiedzy specjalistycznej lub konkretnych spotecznosci, ktérych dotyczyty*2s.
Ponadto opis kontaktéw X z organizacjami spoteczefistwa obywatelskiego wydaje si¢ skupia¢ na dziataniach
majacych na celu przeszkolenie tych organizacji w zakresie lepszego wykorzystywania narzedzi zgtaszania
tresci na platformie, a nie na wykorzystaniu specjalistycznej wiedzy organizacji na temat szkodliwych tresci
i marginalizowanych spoteczno$ci*?®.

1.7 NIEWYSTARCZAJACE tAGODZENIE RYZYKA SYSTEMOWEGO

W ocenie ryzyka na mocy DSA na rok 2024 firma X poinformowata, ze stosowane przez nia $rodki kontroli
ograniczaja poziom ryzyka w wiekszosci zidentyfikowanych obszaréw do niskiego lub $redniego*?’. Jednak
obecne i planowane $rodki ograniczajace ryzyko przedstawione w ocenie dotycza jedynie ulepszen polityk,
systeméw moderacji tresci (w tym wdrazania i wykrywania) oraz dziatar podnoszacych $wiadomos¢ na
temat ,Uwag spotecznosci”#2, Srodki te w niedostatecznym stopniu uwzgledniaja zagrozenia zwiazane

z modelem biznesowym X, w tym nacisk na algorytmiczna optymalizacje zaangazowania czy ryzyko, ktére

421 Wytyczne dotyczace biznesu i praw cztowieka, zasada 19. i komentarz.

422 Wywiad Amnesty International z Aleksym (pseudonim), 26 lipca 2024.

423 Wywiad Amnesty International z Mateuszem Kaczmarkiem, 28 lipca 2024.
424 Wywiad Amnesty International z Julia Kata, 29 lipca 2024.

425 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article
34 of the Digital Services Act, sierpien 2024.

426 Tamze.
427 Tamze.

428 Tamze.
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obecna dziatalno$¢ firmy stwarza dla spotecznos$ci marginalizowanych, na przyktad poprzez przeznaczanie
niewystarczajacych zasobéw na moderacje tresci.

X twierdzi, ze jego systemy rekomendacji zaprojektowano tak, aby wykluczaé tresci szkodliwe i naruszajace
zasady poprzez integracje z systemami filtrowania widoczno$ci i innymi rozwigzaniami. Wykorzystuje

sie przy tym modele przewidywania jakosci tresci, co ma zapobiega¢ uzyskiwaniu przez tresci szkodliwe

i naruszajace zasady wyzszych pozycji w rankingach#?°. W marcu 2023 roku X wdrozyt polityke majaca

na celu usuwanie z platformy tresci zawierajacych przemoc i mowe nienawisci*3°. Wydaje sie jednak, ze
jesli systemy rekomendacji nieprawidtowo dopuszczaja algorytmiczne promowanie szkodliwych tresci,
pozostaje niewiele skutecznych $rodkéw tagodzacych, ktére minimalizowatyby szkody. Dzieje sig tak, bo
zgodnie z wtasng ocena ryzyka platforma w duzym stopniu bazuje na kontroli przyznawanej uzytkownikom_
uzytkowniczkom, sprowadzajacej sie do mozliwos$ci wyciszania powiadomier lub ograniczania odpowiedzi
na posty*3!.

Poleganie na ulepszeniach polityki — szczegdlnie biorac pod uwagg, ze coraz bardziej liberalne podejscie
do szkodliwych tresci doprowadzito do pogorszenia jakosci tejze polityki — okazato sie nieskuteczne

w ograniczaniu ryzyka systemowego na platformie. | tak na przyktad pomimo polityki usuwania mowy
nienawisci podzegajacej do przemocy wiekszos¢ aktywistow LGBTI, z ktérymi rozmawiata Amnesty
International, zgtaszata, ze przez kilka lat wielokrotnie spotykata sie z takimi wypowiedziami na X lub byta
ich bezposrednim celem.

X dostrzega ryzyko, ze ,personalizacja rekomendowanych tresci moze w niektérych okolicznosciach
przyczynia¢ sie do powstawania baniek informacyjnych, ograniczajac dostep uzytkownikéw do

pluralistycznych Zrodet informacji”43?, ale nie przedstawia zadnych konkretnych $rodkéw zaradczych.

Ponadto X zauwaza, ze komentarze, podobnie jak posty, moga stanowi¢ zagrozenie dla uzytkownikéw_
uzytkowniczek platformy celowo wystawianych na kontakt z komentarzami zawierajacymi mowe
nienawiséci: oznaczenie autora_autorki oryginalnego posta powoduje bowiem jego_jej powiadomienie*33,
Co wiecej, zgodnie z najnowsza ocena ryzyka X, platforma uznaje mowe nienawisci za , tresci niezgodne

z prawem” w rozumieniu przepiséw DSA*34, Jednakze z racji tego, ze Polska nie uwzglednia w przepisach
penalizujacych mowe nienawiséci przestanek dyskryminacyjnych dotyczacych oséb LGBTI*3, nie jest jasne,
jak platforma postepowataby z treSciami nienawistnymi wymierzonymi w osoby LGBTI, gdyby nie byty one
powigzane z nawotywaniem do przemocy.

Kwestia ta budzi dodatkowe obawy, poniewaz X w duzym stopniu polega na automatycznym wykrywaniu
naruszen swoich zasad*%®. W przypadku obelg i stereotypéw firma korzysta ze stownikéw opracowanych
specjalnie z mysla o jezykach UE*¥’. Nie jest to jednak zaséb wystarczajacy do moderowania tresci,
zwtaszcza ze X zatrudnia tylko dwéch moderatoréw méwiacych po polsku*3.

X twierdzi, ze to dzieki strategiom ograniczajacym ,[...] 99,99% wyswietlen dotyczy treSci uznanych za
»zdrowe«. Mniej niz 0,01% wys$wietlonych postéw zawiera mowe nienawisci”*3°. Firma nie podaje jednak
szczeg6towego rozktadu tych danych ze wzgledu na jezyk lub kraj.

Jakub Szymik powiedziat Amnesty International, ze widziat, jakie szkody moga wyrzadzi¢ nienawistne
komentarze na X:

429 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

430 X, Violent Content policy.

431 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

432 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

433 Tamze.

434 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

435 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

436 Tamze.

437 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

438 X, DSA Transparency Report — April 2025.

439 Tamze.
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»Wspotpracuje z organizacja LGBTQ, ktdrej liderem jest osoba bardzo widoczna na platformie i ktéra
korzysta z Twittera do nagtasniania swojej dziatalnosci. Widze, jak ogromny wptyw maja na niego lawiny
anonimowych komentarzy, ale takze wypowiedzi os6b podajacych swoje prawdziwe dane i publicznie
nawotujacych do przemocy lub wysytajacych grozby. Masowa transmisja takich tresci i fala niezwykle
agresywnych wypowiedzi bardzo odbijaja sie na nim i na catej organizacji”*°.

Szymik dodat, ze czesto widzi na X komentarze skierowane przeciwko aktywistom LGBTI:

»Wiekszos¢ sytuacji, z ktérymi sie spotykam, dotyczy konkretnej osoby, ktéra zabiera gtos, po czym zbiera
mnéstwo komentarzy o bardzo agresywnym charakterze. Na przyktad: »kto$ powinien cig zastrzeli¢, zabi¢
cie, nie powiniene$§ mie¢ prawa sie wypowiadaé«”441,

Srodkiem ograniczajacym ryzyko pojawienia sie szkodliwych tresci w komentarzach jest kontrola odpowiedzi,
ktéra pozwala uzytkownikowi_uzytkowniczce ograniczy¢ krag oséb mogacych odpowiadaé na jego_jej

posty — mozna zezwoli¢ na to wytacznie osobom wymienionym w poscie lub catkowicie wytaczyé mozliwos¢
odpowiadania®*?,

Magda Dropek wyjasnita Amnesty International, ze takie narzedzia maja charakter prewencyjny i nie
wystarczaja do odpowiedniej reakcji na naruszenia:

»W ostatnich latach zauwazytam w swoich socialach pewna prawidtowo$¢ — oczywiscie bardzo trudno jest
jako$ zaradzi¢ wyjatkowo nienawistnym wiadomosciom. W moim przypadku, gdy ludzie pisza do mnie setki
komentarzy i wiadomosci typu »zabij sie«, »nikt cie tu nie chce«, »w tym kraju jestes jak $mie¢ [...1<, mam
narzedzia, aby sobie z takim zalewem poradzi¢. Ale dla mnie wazne jest to, ze bardzo czesto spotecznosé,
ktéra mnie $ledzi, tez widzi te wiadomosci. Czuje sie przez to catkowicie bezbronna, zwtaszcza po tym, jak
Twitter zmienit nazwe na X, bo narzedzia [po zmianie nazwy formy] staty sie bardzo trudne w obstudze”*+3.

W ocenie ryzyka na 2024 rok X informuje, ze moze to wywota¢ u uzytkowniczek_uzytkownikéw poczucie
strachu i zastraszenia oraz prowadzi¢ do autocenzury, a takze zauwaza, ze platforma moze by¢ naduzywana
do promowania nienawisci lub podzegania do wrogosci, dyskryminacji i przemocy**4, czego doswiadczyty
osoby LGBTI, z ktérymi Amnesty International przeprowadzita wywiady.

Warto raz jeszcze powtérzy¢, ze Srodki ograniczajace takie zagrozenia w X sa niewystarczajace, bo
sprowadzaja sie do weryfikacji zasad i proceséw oraz funkcji ,,Uwagi spotecznosci”, ktéra w zasadzie
przekazuje moderowanie tresci w rece uzytkownikéw_uzytkowniczek X*45. Jak wspomniano w sekcji 5.4.1,
funkcja ,,Uwagi spotecznosci” ma powazne ograniczenia i wady.

7.8 SWIADOMOSC X W KWESTII ZAGROZEN SYSTEMOWYCH

Z najnowszej oceny ryzyka zgodnej z DSA wynika, ze firma X jest w petni Swiadoma, iz jej platforma
stanowi systemowe zagrozenie dla wielu praw cztowieka, w tym zagrozenie ,,na poziomie spotecznym”,
w szczegblnosci dla spotecznosci marginalizowanych#%. X twierdzi, ze jego ,,podejécie do oceny

i ograniczania ryzyka zwigzanego ze szkodliwymi treSciami nadal opiera sie na zestawie zasad
uwzgledniajacych szkody fizyczne, psychiczne, informacyjne, ekonomiczne i spoteczne, co pozwala [...]
analizowa¢ potencjalne szkody wynikajace z tresci i zachowan, ktére moga wystapi¢ w serwisie X447,

Chociaz algorytmicznie wzmacnianie i rekomendowanie tresci stanowia kluczowe elementy modelu
biznesowego X, platforma utrzymuje, ze jej algorytmy nie promuja celowo tresci zawierajacych ,,obrazliwe

440 Rozmowa wideo Amnesty International z Jakubem Szymikiem, 5 sierpnia 2024 r.
441 Tamze.

442 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

443 Wywiad Amnesty International z Magda Dropek, 24 lipca 2024.

444 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

445 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, sierpien 2024.

446 Tamze.

447 Tamze.

SMIERC PRZEZ TYSIAC CIEC 71



okreslenia” i ,,nienawistne zwroty”4*8. Firma przyznaje jednak, ze wcze$niejsze badania wykazaty, iz

»W pewnych okolicznosciach [jej]l systemy rekomendacji moga prowadzi¢ do wzmocnienia kont o okres$lonych
pogladach ideologicznych kosztem innych. Jednakze mimo potencjalnie wpisanego w te systemy ryzyka
stronniczos$ci wspomniane analizy nie wykazaty istnienia jednoznacznych, pojedynczych czynnikéw
wptywajacych na ten efekt. W innych okoliczno$ciach ten sam algorytm wywierat odmienny wptyw na

tresci polityczne”44°. Jesli systemy rekomendacji rzeczywiscie funkcjonuja w rézny sposéb w rozmaitych
kontekstach, $wiadczy to o konieczno$ci przeprowadzenia przez X analizy zgodnos$ci z prawami cztowieka

w poszczeg6lnych krajach pod katem potencjalnych szkodliwych skutkéw stosowania tychze systeméw.

X ma $wiadomos¢, ze do ngkania moga by¢ wykorzystywane r6zne elementy jego sposobu funkcjonowania,
takie jak wzmianki i cytaty, ,,co stanowi zagrozenie dla godnosci ludzkiej, braku dyskryminacji oraz
poszanowania zycia prywatnego i rodzinnego”4%°. X uznaje ponadto, ze ,,cyfrowa przepas¢ miedzy ptciami
mogta [...] przyczyni¢ sie do tego, ze kobiety i cztonkowie spotecznosci LGBTQ+ stali sie celem nienawisci
i naduzy¢”4L,

1.9 OCENA PRZYCZYNIENIA SIE X DO AKTOW TFGBV PRZECIWKD
SPOLECZNOSCI LGBTI W POLSCE

Zgodnie z Wytycznymi ONZ przedsigbiorstwo ma negatywny wptyw na prawa cztowieka, gdy jego dziatania
(w tym zaniechania) w istotny sposéb zwiekszaja ryzyko wystapienia okreslonego skutku — nawet gdy
dziatania przedsiebiorstwa same w sobie nie sg wystarczajace, aby spowodowaé takowy skutek?s2, Zeby
wypetni¢ obowigzek poszanowania praw cztowieka, X musi stosowa¢ sie do wytycznych, ktére wymagaja

od przedsigbiorstw, aby te ,unikaty powodowania lub przyczyniania sie do negatywnego wptywu na

prawa cztowieka przez swoja dziatalno$¢” oraz ,,podejmowaty dziatania majace na celu zapobiegnigecie
negatywnemu wptywowi na prawa cztowieka powigzanemu bezpos$rednio z ich dziatalnoscia, produktami lub
ustugami poprzez ich relacje biznesowe lub fagodzity taki wptyw, nawet jesli one same nie przyczynity sie do
niego’4%3,

W latach 2019-2023 z serwisu X korzystato w Polsce wiele oséb, w tym przedstawiciele rzadu, wtadz
regionalnych i aktywisci anty-LGBTI, ktérzy publikowali tre$ci wymierzone w spoteczno$¢ LGBTI. Niektore
z tych tresci podzegaty do przemocy i dyskryminacji. Chociaz po wyborach parlamentarnych w 2023

roku retoryka polityczna wobec spotecznosci LGBTI stata sie bardziej przyjazna, skutki wieloletniej mowy
nienawisci sa nadal widoczne na platformie, a osoby LGBTI pozostaja celem TFGBV.

Udziat X w naruszeniach praw cztowieka, ktérych doswiadczyta polska spoteczno$¢ LGBTI, wynika z faktu, ze
$rodki tagodzace stosowane przez serwis — takie jak moderowanie tresci — nie rozwiazaty w wystarczajacym
stopniu problemu powszechnego wystepowania na platformie TFGBV, w tym grézb przemocy, nekania online
i doxingu.

Skutki sa tym bardziej dotkliwe, ze X jest w Polsce wazna platforma dyskursu politycznego, a takze zrédtem
informacji dla dziennikarzy i aktywistéw. Mozna uznaé, ze X miat niekorzystny wptyw na prawa cztowieka
rowniez ze wzgledu na swoje podej$cie do przewidywania ryzyka, ktore stwarzata jego dziatalno$¢. Pomimo
dobrze udokumentowanych atakéw na spoteczno$¢ LGBTI ze strony politykdw i polityczek reprezentujacych
wysokie urzedy w Polsce X nie zdotat odpowiednio ograniczy¢ ryzyka naruszania praw cztowieka w zwigzku ze
swoja dziatalnoscig w tym kraju.

Istnieje jeszcze wiele krokdw, ktére firma X mogta podjaé, aby zapobiec rozprzestrzenianiu sie

i rozpowszechnianiu tresci skierowanych przeciwko spotecznosci LGBTI na platformie; naleza do nich na
przyktad bardziej aktywne stosowanie mechanizméw moderacji tresci. W sierpniu 2024 roku Amnesty
International wystata do X pismo z prosba o informacje na temat personelu i zasobéw X przeznaczonych

448 Tamze.

449 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article 34
of the Digital Services Act, wrzesien 2023.

450 Tamze.

481 X, Report Setting Out the Results of Twitter International Unlimited Company Risk Assessment Pursuant to Article
34 of the Digital Services Act, wrzesierh 2023.

452 Business & Human Rights Resource Centre, Practical Definitions of Cause, Contribute, and Directly Linked to Inform
Business Respect for Human Rights, 9 lutego 2017, https://www.business-humanrights.org/en/latest-news/practical-
definitions-of-cause-contribute-and-directly-linked-to-inform-business-respect-for-human-rights/

453 Wytyczne dotyczace biznesu i praw cztowieka, zasada 13. i komentarz.
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na dziatalno$¢ w Polsce w latach 2019-2024, w tym o liczbe moderatoréw tresci w Polsce, ich
znajomos$¢ jezyka polskiego i fizyczne miejsce pracy, ale firma nie udzielita odpowiedzi*®*. W niniejszym
raporcie opisano ze szczeg6tami, ze X nie byt w stanie odpowiednio moderowac tresci w Polsce. Ponadto
platforma powoli reagowata na opinie wtasnych uzytkownikéw_uzytkowniczek i organizacji spoteczenistwa
obywatelskiego monitorujacej mowe nienawisci w internecie. Obie te grupy zgtaszaty tredci, ktére powinny
by¢ uznane za przyktady TFGBYV, ale na niektére zgtoszenia firma w ogble nie reagowata. W rezultacie
szkodliwe tresci mogty dalej krazy¢ na platformie, a niektérzy cztonkowie spotecznosci LGBTI przestali
zgtasza¢ TFGBV z powodu braku reakcji ze strony X.

Pomimo wynikajacego z DSA obowigzku identyfikowania ryzyka systemowego niewiele wskazuje na to, aby
X podjat istotne dziatania w kierunku odpowiedniej identyfikacji lub zmniejszenia ryzyka, jakie platforma
stwarza dla spotecznosci LGBTI w Polsce.

Analiza Amnesty International, oparta na migdzynarodowych normach praw cztowieka, w tym wytycznych
ONZ, dotyczaca roli X w tamaniu praw cztowieka wobec spotecznosci LGBTI w Polsce od 2019 roku do
chwili obecnej, pozwala wyciagna¢ nastepujace wnioski:

1. Zracji tego, ze X jest kluczowa platforma dla polskich politykéw_polityczek, dziennikarzy_
dziennikarek i aktywistow_aktywistek, cztonkowie i cztonkinie polskiego rzadu, partie polityczne
oraz aktywisci i aktywistki anty-LGBTI wykorzystali_wykorzystaty X do publikowania tresci
uderzajacych w spoteczno$¢ LGBTI. Niektdre z ich wpiséw podzegaty do przemocy i dyskryminacji.

2. Brak moderacji tresci przez X w Polsce pozwolit na rozpowszechnianie na platformie tresci
podzegajacych do przemocy i dyskryminacji wobec spotecznosci LGBTI.

3. X wiedziat lub powinien byt wiedzie¢, ze ryzykuje wspotudziatem w tamaniu praw cztowieka
w Polsce, zwtaszcza ze dziatania firmy w zakresie moderacji tre$ci w tym kraju sa finansowane
gorzej niz w innych panstwach europejskich.

4. X nie dotozyt nalezytej starannosci w przestrzeganie praw cztowieka, ktéra to staranno$é mogta
lub powinna byta pozwoli¢ na zidentyfikowanie ryzyka zwigzanego z dziatalnoscia firmy w Polsce.
X nie wdrozyt réwniez odpowiednich $rodkéw naprawczych, ktére mogtyby zapobiec szkodom
wyrzadzonym w Polsce lub je ztagodzic.

5. Z analizy przypadkéw opisanych w rozdziale 6. wynika, ze brak nalezytej starannosci X
w kwestii rozpowszechniania tresci podzegajacych do przemocy, dyskryminacji i nienawisci oraz
nieadekwatno$¢ dziatan w zakresie moderacji tresci przyczynity si¢ do naruszenia szeregu praw
cztowieka, w tym prawa do wolnosci wypowiedzi, prawa do réwnosci i niedyskryminacji oraz prawa
do ochrony zdrowia.

X przyczynit sie do aktéw TFGBV na polska spoteczno$¢ LGBTI, w zwiazku z czym ponosi odpowiedzialno$¢
za zados$c¢uczynienie za wyrzadzona krzywde.

454 Pismo Amnesty International skierowane do firmy X, 22 sierpnia 2024.
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8. ZADOSCUCZYNIENIE | UNIKANIE
SZKOD W PRZYSZOSCI

W rozdziale 7. opisali$my, w jaki sposob firma X przyczynita sie i nadal przyczynia sie do naruszen praw
cztowieka zwiazanych z TFGBYVY, czyli przemocy ze wzgledu na pte¢ wspomaganej technologicznie, ktorej
doswiadcza spoteczno$¢ LGBTI w Polsce. W zwiazku z tym, zgodnie z wytycznymi ONZ, firma X ma
obowiazek skutecznie zado$¢uczyni¢ osobom, ktére ucierpiaty w wyniku jej dziatalnosci.

Ponadto zgodnie z wymogami DSA X ma obowiazek zidentyfikowac i ograniczy¢ systemowe zagrozenia dla
praw podstawowych, ktére moga wynikac z jego dziatalnosci.

W niniejszym rozdziale analizujemy, jak X moze wypetni¢ swoje obowiazki wynikajace z miedzynarodowych
norm dotyczacych biznesu i praw cztowieka oraz z prawa europejskiego.

8.1 0DPOWIEDZIALNOSC X ZA DZIALANIA NAPRAWCZE

8.1.1 MIEDZYNARODOWE NORMY DOTYCZACE PRAW CZLOWIEKA

Przedsiebiorstwa, ktére przyczynity si¢ do negatywnego wptywu na prawa cztowieka, maja obowiazek
zapewni¢ odpowiednie $rodki zaradcze podmiotom poszkodowanym*%®. Adekwatny $rodek zaradczy zalezy
od rodzaju szkody i moze przybiera¢ rézne formy, w tym przeprosin, restytucji, rehabilitacji, rekompensaty
finansowej lub niefinansowej oraz sankcji (karnych lub administracyjnych, takich jak grzywna), jak réwniez
gwarancji niewystapienia dalszych przypadkéw tamania prawa*e.

Publiczne przeprosiny sa wazna forma zado$éuczynienia, ktéra polega na uznaniu faktéw i przyjeciu za nie
odpowiedzialnosci; moze im towarzyszyé weryfikacja faktéw oraz petne i publiczne ujawnienie prawdy*%’.

Réwnie wazna forma zado$¢uczynienia jest gwarancja niedopuszczenia do powtérzenia sie naruszen
w przysztosci.

W tym konteksScie zapobieganie dalszym naduzyciom mozna osiagna¢ w wyniku zastosowania réznych
$rodkéw, do ktérych naleza: dziatania regulacyjne i wynikajace z przyjecia odpowiedzialnosci ze strony wtadz
panstwowych oraz dziatania samych przedsigbiorstw — wszystkie moga sie przyczyni¢ do zagwarantowania
niepowtorzenia sie naduzy¢*®®. Do innych mozliwych $rodkéw naleza przeznaczenie odpowiednich zasobdéw
na dziatania zwigzane z moderowaniem tresci oraz podjecie konstruktywnego dialogu z organizacjami
spoteczenstwa obywatelskiego w celu lepszego zrozumienia i rozwigzania problemu TFGBV.

8.1.2 POSTANOWIENIA DSA

Zgodnie z wytycznymi ONZ panstwa sa zobowigzane do podjecia ,,odpowiednich krokéw w celu
zapobiegania, badania, karania i naprawiania” naruszen praw cztowieka zwiazanych z dziatalnoscia

455 Wytyczne OECD dotyczace nalezytej staranno$ci; Wytyczne dotyczace biznesu i praw cztowieka, zasada 22.
4% Wytyczne dotyczace biznesu i praw cztowieka, zasada 25.

457 UN Basic Principles and Guidelines on the Right to Remedy and Reparation for Victims of Gross Violations of
International Human Rights Law and Serious Violations of International Humanitarian Law, 21 marca 2006, UN Doc.
A/RES/60/147, zasada 22.

4% Amnesty International, /njustice Incorporated: Corporate Abuses and the Human Right to Remedy, Index: POL
30/001/2014, 7 marca 2014, https://www.amnesty.org/en/documents/pol30/001/2014/en/, s. 18.
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gospodarcza na swoim terytorium lub terytorium podlegajacym ich jurysdykcji*®®. DSA zapewnia
uzytkownikom_uzytkowniczkom platform okreslone $rodki odwotawcze. W przypadku naruszenia przepiséw
DSA uzytkownicy_uzytkowniczki i wszelkie organizacje upowaznione do wystepowania w ich imieniu maja
prawo ztozy¢ skarge na przedsiebiorstwo do koordynatora ds. ustug cyfrowych (DSC) w kraju zamieszkania*®,
Uzytkownicy_uzytkowniczki platform majg réwniez prawo do otrzymania odszkodowania od przedsigbiorstw
za szkody lub straty wynikajace z naruszenia przez nie przepiséw DSA%6!L,

8.2 WYPEENIANIE PRZEZ X 0BOWIAZKOW WYNIKAJACYCH Z DSA

Zgodnie z Artykutem 34. DSA bardzo duze platformy internetowe (VLOP), takie jak X, ze wzgledu na swoja
skale i potencjalny wptyw, jaki moga wywiera¢ na spoteczenistwo, maja w UE obowigzek przeprowadzania
systemowej oceny ryzyka swoich ustug*®?. Artykut 34. naktada na serwisy takie jak X obowigzek ,,starannego
identyfikowania, analizowania i oceny wszelkiego ryzyka systemowego [...] wynikajacego ze struktury

i funkcjonowania ich ustug i powiazanych systemdw, w tym systemoéw algorytmicznych, oraz z korzystania

z ich ustug”+3, Zakres ryzyka dotyczy wszelkich ,,rzeczywistych i przewidywalnych negatywnych skutkéw
dla korzystania z praw podstawowych, takich jak wolno$¢ wypowiedzi, wolno$¢ mediéw i pluralizm,
dyskryminacja, ochrona konsumentéw i prawa dzieci”*%*. Przeprowadzajac ostatnia ocene ryzyka, X powinien
byt w szczegdlnosci wzia¢ pod uwage, czy i w jaki sposéb czynniki takie jak konstrukcja jego systeméw
rekomendacji, wszelkie pozostate istotne systemy algorytmiczne oraz miedzy innymi systemy moderowania
tresci wptywaja na ryzyko systemowe naruszenia praw podstawowych uzytkownikéw_uzytkowniczek,

a takze na zagrozenie przemoca ze wzgledu na pteé oraz ryzyko zaszkodzenia ich dobrostanowi fizycznemu

i psychicznemu.

Tymczasem ocena ryzyka przeprowadzona przez X w 2024 roku nie uwzgledniata tych zagrozen

w wystarczajacym stopniu. Nie uwzgledniono w niej réwniez zagrozen dla praw spotecznosci LGBTI
wynikajacych ze stosowania systeméw rekomendacji, a takze z braku zasobéw na moderowania tresci.
Zgodnie z artykutem 35. DSA VLOP powinny wdraza¢ racjonalne, proporcjonalne i skuteczne $rodki
ograniczajace ryzyko, dostosowane do konkretnych zagrozen systemowych okreslonych w artykule

34. Srodki te moga obejmowaé: dostosowanie architektury, funkcji lub funkcjonowania ustug, w tym
interfejséw cyfrowych; dostosowanie proceséw moderacji tresci; oraz testowanie i dostosowanie systemoéw
algorytmicznych, w tym systeméw rekomendac;ji*®. Mimo ze X nie zidentyfikowat w wystarczajacym stopniu
ryzyka systemowego, jakie stwarza dla spotecznosci LGBTI w Polsce, jednak podjecie przezeri wymienionych
$rodkéw w ramach rzetelnego zado$éuczynienia mogtoby zagwarantowaé, ze powstate szkody sie nie
powtorza.

Kluczowym aspektem przeprowadzania analiz nalezytej starannosci w zakresie praw cztowieka, takich

jak ocena ryzyka, jest zaangazowanie interesariuszy. W punkcie 90. preambuty DSA podkreslono, ze
zaangazowanie spoteczenstwa obywatelskiego i grup szczegdlnie dotknietych problemem jest niezbedne
do tego, aby zapewni¢, ze ocena ryzyka i Srodki ograniczajace zagrozenia beda bazowac¢ na ,,najlepszych
dostepnych informacjach”4¢6. Wszelkie zatozenia dotyczace ryzyka systemowego musza zosta¢ sprawdzone
w szczegblnosci z grupami najbardziej narazonymi na takie ryzyko*¢’. Tymczasem X nie konsultowat oceny
ryzyka z zadna z organizacji spoteczeristwa obywatelskiego, z ktérymi Amnesty International rozmawiata

w ramach niniejszego badania, a sama ocena wskazuje na nikte interakcje firmy z tymi organizacjami.

459 Amnesty International, What the EU’s Digital Services Act Means for Human Rights.
460 Tamze.
461 Tamze.

462 Akt o ustugach cyfrowych, art. 34.; Komisja Europejska, DSA: Very large online platforms and search engines, 12
lutego 2025, https://digital-strategy.ec.europa.eu/en/policies/dsa-vlops#:~:text=Those%20designated%20as%20
VLOPs%20or,respond%20t0%20the%20auditor%27s%20recommendations.

463 Akt o ustugach cyfrowych, art. 34.

464 Tamze; Komisja Europejska, DSA: Very large online platforms and search engines.
465 Akt o ustugach cyfrowych, art. 35.

466 Tamze, pkt 90. preambuty.

467 Tamze, pkt 90. preambuty.
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8.3 KARY PRZEWIDZIANE W DSA

Zgodnie z DSA Komisja Europejska posiada bezposrednie uprawnienia nadzorcze i egzekucyjne, ktére moze
zastosowaé wobec dostawcéw ustug nieprzestrzegajacych aktu, a w najpowazniejszych przypadkach moze
natozy¢ na nich kary finansowe w wysoko$ci do 6% globalnego obrotu*®, Mechanizm egzekucyjny Komisji
nie ogranicza sie jednak do kar finansowych — koordynator ds. ustug cyfrowych i Komisja maja prawo
wymagac od ustugodawcéw podjecia natychmiastowych krokdéw, gdy zajdzie konieczno$¢ przeciwdziatania
bardzo powaznym szkodom. W takich przypadkach platformy moga przedstawi¢ zobowiazania dotyczace
sposobu ich naprawienia®®®.

Jezeli Komisja podejrzewa, ze dana VLOP naruszyta ktérykolwiek z przepiséw DSA, moze zdecydowac

o0 rozpoczeciu formalnego postepowania®’®. Komisja wszczeta juz dochodzenie w sprawie X w zwiazku

z mozliwym naruszeniem DSA w obszarach zwigzanych z zarzadzaniem ryzykiem, moderowaniem tresci,
przejrzystoscia reklam i dostepem do danych dla badaczy*’!. W momencie sporzadzania niniejszego raportu
wspomniane dochodzenie jest w toku.

Jezeli w trakcie postepowania Komisja stwierdzi naruszenie przepiséw DSA, moze podja¢ dalsze kroki
egzekucyjne, takie jak*’?:

(3 Srodki tymczasowe: w przypadku pilnej potrzeby wynikajace] z ryzyka wystapienia
powaznej szkody dla uzytkownikéw_uzytkowniczek, Komisja moze zazada¢ podjecia
natychmiastowych dziatan w celu wyeliminowania takowej szkody. Aby ograniczyé
takie ryzyko, wszelkie $rodki powinny by¢ proporcjonalne i mie¢ charakter tymczasowy.
Przyktadowe $rodki tymczasowe moga obejmowacé zmiany w systemach rekomendacji,
wzmozone monitorowanie okreslonych stéw kluczowych lub hashtagéw oraz nakazy
zaniechania lub usunigcia domniemanych naruszen.

0 Zobowigzania wigzace: platformy objete postepowaniem egzekucyjnym moga zobowigzaé
sie wobec Komisji, ze beda przestrzegac przepiséw DSA. Jezeli Komisja uzna te
zobowiazania za skuteczne, moze je zatwierdzi¢ w formie oficjalnej decyzji.

[ Decyzja o nieprzestrzeganiu przepisow: jezeli Komisja stwierdzi, ze naruszono przepisy
DSA, zalecone $rodki tymczasowe lub podjete zobowigzania, moze wydaé decyzje
0 nieprzestrzeganiu przepiséw, po czym ma prawo natozy¢ na przedsigbiorstwo grzywne
w wysokos$ci do 1% jego rocznego obrotu.

468 Komisja Europejska, Questions and answers on the Digital Services Act.
469 Tamze.
470 Tamze.

471 Komisja Europejska, Commission opens formal proceedings against X under the Digital Services Act, 18 grudnia
2023, https://ec.europa.eu/commission/presscorner/detail/en/ip_23_6709.

472 Komisja Europejska, Questions and answers on the Digital Services Act.
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9. WNIOSKI | ZALECENIA

9.1 WNIOSKI

Niniejszy raport, oparty na wnikliwym dochodzeniu dotyczacym roli firmy X w tworzeniu warunkéw
sprzyjajacych aktom TFGBV wobec spoteczno$ci LGBTI w Polsce, jednoznacznie wykazat, ze firma
przyczynita sie do naruszen praw cztowieka. X ponosi zatem odpowiedzialnos$¢ za zapewnienie spotecznosci
LGBTI w Polsce zado$¢uczynienia oraz wdrozenie dodatkowych $rodkéw naprawczych w celu zapobiegnigcia
powtdrzeniu sie takich naruszen w przysztosci.

Jako ze X jest przedsiebiorstwem globalnym, prowadzacym dziatalno$¢ w wielu krajach w UE i poza nia,
istnieje znaczace ryzyko, ze jego dziatania moga sprzyja¢ dalszym aktom TFGBYV, zwtaszcza w krajach
nieanglojezycznych. Dzieje sie tak szczegblnie ze wzgledu na sprzezenie zbyt pobtazliwego podejécia
platformy do moderowania tresci oraz stosowania systemoéw rekomendacji opartych na zaangazowaniu
uzytkownikéw.

W kontekscie nastrojow anty-LGBTI utrzymujacych sie w Polsce przez kilka ostatnich lat oraz faktu, ze
spoteczno$é LGBTI znalazta sie na celowniku rzadu PiS, brak odpowiednich zasobéw do moderowania tresci
oraz niedostateczna dbato$¢ o przestrzeganie praw cztowieka ze strony X przyczynity sie do normalizacji
nienawisci, przemocy i dyskryminacji wobec tej spotecznosci. Pomimo deklaracji X o promowaniu idei
»agory” dla wolnosci stowa, firma dopuscita do atakéw o charakterze TFGBV na polska spoteczno$¢ LGBTI,
pozostawiajac osobom LGBTI bardzo niewiele mozliwosci dochodzenia swoich praw. Jednocze$nie firma
konsekwentnie unika bezposredniego kontaktu ze spotecznoscia LGBTI, organizacjami spoteczenstwa
obywatelskiego zajmujacymi sie kwestiami LGBTI w Polsce, a nawet z polskim Stowarzyszeniem , Nigdy
Wiecej”, ktére jest zaufanym zgtaszajacym X.

Wymienione uchybienia podsycaty nastroje anty-LGBTI i pozwolity na coraz wigksza normalizacje atakéw
na te spotecznos¢, co spowodowato, ze X przyczynit sie do TFGBV i naruszen praw cztowieka w nig
wymierzonych.

Réwniez w 2018 roku Amnesty International stwierdzita, ze X (wéwczas Twitter) nie wypetnia swoich
obowiazkéw w zakresie ochrony praw cztowieka dotyczacych zapobiegania przemocy i naduzyciom wobec
kobiet, w tym kobiet LGBTI, w swoim serwisie*’3. W 2020 roku Amnesty International ustalita, ze firma
nie podjeta wystarczajacych krokéw w celu przeciwdziatania wystepowaniu TFGBV na swojej platformie®’4.
Powszechnos$¢ obecnosci TFGBV na X Swiadczy o istnieniu systemowego problemu, ktéry firma musi pilnie
rozwigzac.

Fakt, ze przez pie¢ lat od ostatniego dochodzenia Amnesty International X nadal przyczyniat sie do TFGBV
— oraz ze firma radykalnie zmienita swoje zasady dotyczace tresci, przyjmujac jeszcze bardziej pobtazliwe
podejscie do tresci szkodliwych — wyraznie Swiadczy o tym, ze X zaniedbuje swoje obowiazki w zakresie
ochrony praw cztowieka. Budzi to watpliwosci co do tego, czy przed ogtoszeniem zmian w zasadach
przeprowadzono jakakolwiek adekwatna analize nalezytej starannosci w zakresie ochrony praw cztowieka.
Obawy dotycza takze gotowosci firmy do podjecia odpowiednich i skutecznych $rodkéw tagodzacych, w tym
zapewnienia wystarczajacych zasobdéw na moderowanie tresci w jezykach innych niz angielski. Szczegélnie
niepokojace jest to, ze X najwyrazniej nie uwzglednit w swojej najnowszej ocenie ryzyka na mocy DSA
systemowych zagrozen, jakie jego dziatalno$¢ stwarza dla spotecznosci LGBTI, a takze nie potraktowat
powaznie zagrozen dla praw innych niz prawo do wolnos$ci wypowiedzi.

Chociaz firma X wdrozyta kilka Srodkdw tagodzacych, takich jak umozliwienie uzytkownikom_
uzytkowniczkom tworzenia list blokowanych os6b oraz ograniczenie kregu uzytkownikdéw_uzytkowniczek,
ktérzy moga odpowiadaé na posty, zmiany sg niewystarczajace, aby odpowiednio ztagodzi¢ negatywny wptyw
dziatalnosci firmy na prawa cztowieka w Polsce. Ponadto podjete $rodki maja zbyt ograniczony zakres, by

473 Amnesty International, Toxic Twitter — a toxic place for women.

474 Amnesty International, Twitter’s Scorecard.
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mogty zagwarantowaé niepowtérzenie sie sytuacji, zwtaszcza ze moderacja tresci w jezyku polskim nadal jest
niedostateczna.

Ryzyko, ze X moze przyczyni¢ sie do dalszych szkéd wobec spotecznosci LGBTI w Polsce, wzrasta

ze wzgledu na model biznesowy platformy oparty na zaangazowaniu uzytkownikéw_uzytkowniczek.

Z wpiséw na blogu X i jego zasad polityki wynika, ze zaangazowanie jest gtéwnym filarem dziatalnosci
platformy. W potaczeniu z powszechnym wystepowaniem na niej tresci anty-LGBTI prowadzi to do ryzyka
algorytmicznego wzmacniania przypadkéw TFGBYV, co nalezy uwzglednié przy wdrazaniu przysztych $rodkéw
ograniczajacych.

Brak wtasciwej oceny i ograniczenia zagrozenia dla spotecznosci LGBTI sugeruje, ze X nie wypetnia swoich
obowigzkéw natozonych na przedsiebiorstwa przez postanowienia DSA, w szczeg6lnosci tych opisanych

w artykutach 34. i 35. Znajduje to potwierdzenie w niezaleznym audycie oceny ryzyka przeprowadzonym
przez X, ktory wykazat, ze proces oceny ryzyka w firmie nie byt wystarczajaco rygorystyczny i ze chociaz X
wykazat $wiadomos$¢ dziatan zwigzanych z zarzadzaniem ryzykiem, zabrakto wystarczajacych dowodéw na
zaangazowanie firmy w podejmowanie decyzji w tym zakresie?’®. Niezwykle wazne jest, aby kolejna ocena
ryzyka systemowego przeprowadzona przez X obejmowata dogtebna analize i strategie ograniczania zagrozen
dla praw cztowieka wykraczajacych poza wolno$¢ wypowiedzi oraz aby uwzgledniata wynikajace z jej
dziatalnos$ci ryzyko naruszen praw spoteczno$ci marginalizowanych, w szczegélnosci osé6b LGBTI w Polsce,
ktére doznaty juz krzywd w wyniku aktéw TFGBV wystepujacych na platformie.

Nieskuteczno$¢ X w ograniczaniu rozpowszechniania TFGBV na tej platformie od 2020 roku sugeruje brak
checi lub niezdolno$¢ firmy do wprowadzenia niezbednych ulepszeh w celu ztagodzenia spowodowanych
szkdd. X powinien niezwtocznie zmieni¢ swoja strategie i dazy¢ do poprawy funkcjonowania, aby wywiazac
sie z obowiazku poszanowania praw cztowieka, miedzy innymi przeznaczajac odpowiednie zasoby na
moderowanie tresci oraz nawiazujac bardziej owocne stosunki z organizacjami spoteczenstwa obywatelskiego
w Polsce i we wszystkich krajach, w ktérych prowadzi dziatalnosé.

Nieregulowany rozwéj tak zwanego sektora Big Tech ma powazne konsekwencje dla praw cztowieka
spotecznosci marginalizowanych na catym Swiecie. Unia Europejska podjeta jednak kroki w celu
przywrécenia réwnowagi w tej kwestii poprzez przyjecie DSA. Dzi$ bardziej niz kiedykolwiek wczesniej wazne
jest, aby Komisja Europejska, Parlament Europejski i paristwa cztonkowskie UE wywigzywaty si¢ ze swojego
obowigzku ochrony praw cztowieka — w tym prawa do zycia wolnego od przemocy ze wzgledu na pte¢ — oraz
rygorystycznie egzekwowaty przepisy prawa. Niewystarczajace moderowanie tresci w potaczeniu z modelem
biznesowym opartym na inwigilacji sprawia, ze X jest tykajaca bomba zegarowa. Stanowcze egzekwowanie
przepisow DSA moze zapobiec jej wybuchowi.

9.2 ZALECENIA
9.2.1 ZALECENIA DLA FIRMY X

ZADOSCUCZYNIENIE | ZAPOBIEGANIE PRZYSZLYM SZKODOM W POLSCE

(0 Zapewnienie spotecznosci LGBTI w Polsce zado$cuczynienia za akty TFGBV, z ktérymi
spotkata sie ona w serwisie X. Zado$¢uczynienie powinno przybrac¢ forme publicznych
przeprosin, a takze zmiany praktyk moderowania tresci i modelu biznesowego opartego na
inwigilacji, co zagwarantuje, ze sytuacja ta nie powtérzy sie w przysztosci.

3 Zreformowanie programu Trusted Flagger w Polsce, co da organizacjom spoteczenstwa
obywatelskiego i obroficom praw cztowieka wigksze mozliwos$ci udziatu w procesie
ustalania zasad publikowania tresci.

[ Istotne zwigkszenie zdolnosci X do moderowania tresci w jezyku polskim, w tym poprzez
zatrudnienie wigkszej liczby moderatoréw méwiacych po polsku i zapewnienie, ze warunki
ich pracy beda zgodne z normami praw cztowieka.

475 FT1 Consulting, X Independent Audit.
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NALEZYTA STARANNOSC W PRZESTRZEGANIU PRAW CZLOWIEKA

[ Przeprowadzenie w X kompleksowego audytu i reorganizacji procesu nalezytej starannosci

w zakresie praw cztowieka, z uwzglednieniem ochrony praw cztowieka we wszystkich
dziataniach firmy/serwisu.

Dopilnowanie, aby polityka i procesy nalezytej staranno$ci w zakresie ochrony praw
cztowieka uwzgledniaty systemowe i powszechne oddziatywanie modelu biznesowego X
na prawa cztowieka jako takie, a takze zwiekszenie transparentnosci w zakresie sposobu
identyfikacji oraz eliminowania zagrozen i skutkéw dziatalnosci.

Przeprowadzenie oceny wptywu dziatalnoéci X na prawa cztowieka w Polsce i petne
upublicznienie wynikéw takiej analizy.

Zagwarantowanie, ze projektowanie i wdrazanie systeméw algorytmicznych na

rynkach nieanglojezycznych bedzie obejmowato ocene wptywu na prawa cztowieka

z uwzglednieniem merytorycznych konsultacji spotecznych i zaangazowania
spoteczenstwa obywatelskiego, obrorficéw praw cztowieka oraz przedstawicieli spotecznosci
marginalizowanych lub niedostatecznie reprezentowanych przed sfinalizowaniem

i wdrozeniem produktu lub ustugi.

MODEL BIZNESOWY OPARTY NA INWIGILACJI

a

a

0

Zaprzestanie gromadzenia danych osobowych o charakterze wrazliwym, jako ze proceder
ten narusza prawo do prywatnosci i zagraza szeregowi innych praw cztowieka.

Zaprzestanie stosowania reklamy ukierunkowanej i przyjecie mniej szkodliwych
alternatywnych modeli biznesowych, takich jak reklama kontekstowa.

Poprawienie transparentnosci w stosowaniu algorytméw modelowania i moderowania
tresci przy zapewnieniu, ze ich mechanizmy beda publicznie dostepne w zrozumiatej
formie i regularnie aktualizowane, réwnolegle do wprowadzania zmian w systemach
algorytmicznych.

Umozliwienie niezaleznym badaczom dostepu do danych bedacych przedmiotem interesu
publicznego, w tym danych dotyczacych moderowania tresci i systeméw algorytmicznych,
oraz zapewnienie mozliwosci ich analizy.

MODERACJA TRESCI

0

Przeznaczenie stosownych zasobdéw na moderowanie tresci w réznych jezykach na catym
Swiecie ze szczeg6lnym uwzglednieniem niwelowania istniejacych nieréwnosci, ktére
w nieproporcjonalnym stopniu dotykaja kraje nieanglojezyczne.

Zapewnienie moderatorom tresci szkolen, w szczegdlnosci uwzgledniajacych zagadnienie
potrzeb os6b LGBTI bedacych uzytkownikami_uzytkowniczkami platform oraz ryzyka
zwigzanego z TFGBV.

Zapewnienie, aby wytyczne dotyczace moderacji tresci opieraty sie na miedzynarodowych
przepisach i normach dotyczacych praw cztowieka, w tym normach dotyczacych
przeciwdziatania przemocy ze wzgledu na pte¢, oraz aby byty z nimi zgodne.

Zagwarantowanie, aby tresci stanowiace akty TFGBV byty objete ograniczeniami zgodnymi
z miedzynarodowymi normami i prawami dotyczacymi praw cztowieka, ktére dopuszczaja
ograniczenia wolnosci wypowiedzi w celu ochrony praw innych oséb, pod warunkiem ze
ograniczenia te sg konieczne i proporcjonalne.

Zapewnienie, aby mechanizmy zgtaszania tresci byty odpowiednie, wystarczajaco jasne,
sprawne, szybkie i dostepne dla wszystkich uzytkownikéw, takze w popularnych jezykach
innych niz angielski.

Zapewnienie, aby weryfikacja faktéw byta odpowiednio finansowana, moderowanie tresci
nie byto catkowicie powierzone funkcji ,,Uwagi spotecznosci”, a funkcja ta miata charakter
uzupetniajacy w stosunku do moderowania tresci, ktére winno by¢ prowadzone zgodnie

z polityka oparta na miedzynarodowych przepisach i normach praw cztowieka, a nie
zastepowac je.
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O Natychmiastowy audyt zmian w polityce dotyczacej tresci po 2022 roku i taka zmiana

regulaminu, ktéra pozwoli dostosowac go do miedzynarodowych przepiséw i norm
dotyczacych praw cztowieka, biorac pod uwage to, jak polityka dotyczaca tre$ci moze
wptynac na spotecznosci marginalizowane lub grupy wrazliwe.

9.2.1 ZALECENIA DLA KOMISJI EUROPEJSKIE)

O Zapewnienie Scistego egzekwowania przepiséw Aktu o ustugach cyfrowych, takze poprzez

dopilnowanie, aby panstwa, ktére nie wyznaczyty koordynatoréw ds. ustug cyfrowych,
uczynity to w najblizszym mozliwym terminie.

Wprowadzenie wytycznych dla bardzo duzych platform internetowych do przeprowadzania
oceny ryzyka systemowego, aby mie¢ pewnos$¢, ze informacje zawarte w tych ocenach
beda adekwatne i odpowiednie do wykorzystania przez spoteczenstwo obywatelskie do
kontroli tych platform.

Rozszerzenie obecnych dochodzen wszczetych przez Komisje Europejska w sprawie
X o postgpowanie dotyczace zdolnosci tego przedsiebiorstwa do skutecznego
przeciwdziatania zagrozeniu TFGBV na platformie.

Dopilnowanie, aby kary naktadane na przedsiebiorstwa w wyniku decyzji
0 nieprzestrzeganiu przepiséw byty wystarczajgco wysokie, co zniecheci te
przedsiebiorstwa do ponownego dopuszczenia sig naruszen.

9.2.2 ZALECENIA DLA RZADU RZECZPOSPOLITE) POLSKIE)

a

0

Petne wdrozenie Aktu o ustugach cyfrowych; jak najszybsze powotanie koordynatora ds.
ustug cyfrowych, ktéremu bedzie przystugiwaé petny zakres kompetencji.

Dopilnowanie, aby po powotaniu koordynatora ds. ustug cyfrowych urzad ten otrzymat
odpowiednie zasoby merytoryczne, kadrowe i finansowe.
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AMNESTY INTERNATIONAL

TO GLOBALNY RUCH NA RZECZ PRAW

CZEOWIEKA. ZRZESZA LUDZI, KTORZY
NIESPRAWIEDLIWOSC

NA SWIECIE TRAKTUJA 0SOBISCIE.

W trakcie kampanii wyborczej w 2019 roku spoteczno$¢ LGBTI stata sie w Polsce gtdwnym celem atakéw ze
strony politykdw_polityczek i aktywistow_aktywistek sprzeciwiajacych sig réwnouprawnieniu oséb nalezacych
do tej spotecznosci. Wiele politykéw_polityczek i aktywistow_aktywistek wykorzystywato X do szerzenia
retoryki anty-LGBTI oraz podzegania do przemocy i dyskryminacji wobec tej spotecznosci.

Niniejszy raport zawiera analize wptywu platformy X na szkody poniesione przez spoteczno$¢ LGBTI w Polsce
w latach 2019-2025. Ujawnia konsekwencje modelu biznesowego platformy X opartego na zaangazowaniu
uzytkownikéw_uzytkowniczek, ktére negatywnie odbity sie na osobach LGBTI, w szczegdlnosci tych, ktére
padty ofiarg mowy nienawisci na platformie. Raport wykazuje, ze pomimo deklarowanego przez firme dazenia
do ochrony wolnosci stowa naduzycia online w serwisie przyczynity sie do tego, ze spoteczno$¢ LGBTI

w Polsce zyje w strachu przed byciem sobg — zaréwno w sieci, jak i poza nia.

Pomimo obowiazku ograniczenia ryzyka systemowego wynikajacego z unijnego Aktu o ustugach cyfrowych

X nie podjat dziatan o nalezytej starannosci w zakresie ochrony praw cztowieka ani nie wdrozyt $rodkéw
ograniczajacych szkody wyrzadzone w Polsce. Analiza Amnesty International jasno pokazuje, ze model
biznesowy tej platformy stanowi zagrozenie dla marginalizowanych spotecznosci na catym $wiecie. Podkresla
tez konieczno$¢ rygorystycznego egzekwowania DSA i regulacji dotyczacych technologii w skali globalnej,
aby ochroni¢ cztonkéw marginalizowanych spotecznosci przed negatywnymi skutkami takiego modelu
biznesowego — niezaleznie od tego, kim sg i gdzie mieszkaja.
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